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Abstract—In Autonomous Driving (AD) systems, perception is
both security and safety critical. Despite various prior studies on
its security issues, all of them only consider attacks on camera-
or LiDAR-based AD perception alone. However, production AD
systems today predominantly adopt a Multi-Sensor Fusion (MSF)
based design, which in principle can be more robust against these
attacks under the assumption that not all fusion sources are (or
can be) attacked at the same time. In this paper, we present
the first study of security issues of MSF-based perception in AD
systems. We directly challenge the basic MSF design assumption
above by exploring the possibility of attacking all fusion sources
simultaneously. This allows us for the first time to understand
how much security guarantee MSF can fundamentally provide
as a general defense strategy for AD perception.

We formulate the attack as an optimization problem to
generate a physically-realizable, adversarial 3D-printed object
that misleads an AD system to fail in detecting it and thus
crash into it. To systematically generate such a physical-world
attack, we propose a novel attack pipeline that addresses two
main design challenges: (1) non-differentiable target camera
and LiDAR sensing systems, and (2) non-differentiable cell-
level aggregated features popularly used in LiDAR-based AD
perception. We evaluate our attack on MSF algorithms included
in representative open-source industry-grade AD systems in real-
world driving scenarios. Our results show that the attack achieves
over 90% success rate across different object types and MSF
algorithms. Our attack is also found stealthy, robust to victim
positions, transferable across MSF algorithms, and physical-
world realizable after being 3D-printed and captured by LiDAR
and camera devices. To concretely assess the end-to-end safety
impact, we further perform simulation evaluation and show that
it can cause a 100% vehicle collision rate for an industry-grade
AD system. We also evaluate and discuss defense strategies.

I. INTRODUCTION

Today, high-level (e.g., Level-4 [1]) self-driving cars, or
Autonomous Vehicles (AV) [2], are under rapid development.
Some of them, e.g., Google Waymo [3] and TuSimple [4], are
already providing services on public roads. To ensure correct
and safe driving, a fundamental pillar in the Autonomous
Driving (AD) system is perception, which leverages sensors
such as cameras and LiDARs (Light Detection and Ranging)

?Alphabetical ordering; The first four authors contributed equally.

to detect surrounding obstacles in real time. Due to the direct
impact on safety-critical driving decisions such as collision
avoidance, various prior works have studied the security of AD
perception under realistic physical-world attack vectors such
as adding stickers, posters, or paintings to traffic signs [5]–[9],
or shooting lasers to the LiDAR [10], [11].

All of these studies, however, are limited to attacks on a
single source of AD perception, i.e., camera- or LiDAR-based
AD perception alone [5]–[13]. By contrast, production high-
level AD systems such as Waymo, Pony.ai, and Baidu Apollo,
typically adopt a Multi-Sensor Fusion (MSF) based design
[14]–[17], which fuses the results from different perception
sources, e.g., LiDAR and camera, to achieve overall higher
accuracy and robustness [18]–[26]. In such a design, under
the assumption that not all perception sources are (or can
be) attacked simultaneously, there always exists a possible
MSF algorithm that can rely on the unattacked source(s) to
detect or prevent such an attack. This basic security design
assumption is believed to hold in general [27], [28], and MSF
is thus widely recognized as a general defense strategy against
existing attacks on AD perception [10], [27]–[29].

This paper presents a first study on the security property
of MSF-based perception in AD systems today. We directly
challenge the above basic security design assumption by
demonstrating the possibility of effectively and simultaneously
attacking all perception sources used in state-of-the-art MSF-
based AD perception, i.e., camera and LiDAR [18]–[26]. This
for the first time allows us to gain a concrete understanding of
how much security guarantee the use of MSF can fundamen-
tally provide as a general defense strategy for AD perception.
Specifically, we consider physical-world attack vectors for
high attack practicality, and target an attack goal with the
most direct safety consequence for autonomous driving: cause
a victim AV to fail in detecting a front obstacle.

Although prior works have designed successful physical-
world attacks on AD perceptions based only on camera or only
on LiDAR, we find that simply combining their designs does
not achieve our goal. First, we need to identify a physical-
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world attack vector effective for both camera and LiDAR,
which can not be satisfied by those popular ones used in
prior works. For example, adding stickers changes an object’s
texture (e.g., color) but not its shape; this can be effective
for camera [5]–[9] but not LiDAR. Conversely, laser shooting
has been shown to be effective for LiDAR-based AD percep-
tion [10], [11], but not for camera-based ones. Second, no
matter what attack vector we use, we need to further address
2 design challenges: (1) We need to differentiably synthesize
the physical attack impacts simultaneously and consistently
onto both camera images and LiDAR point clouds. For certain
attack vectors, e.g., differentiably modelling the impact of
lasers on camera images, this can be very challenging. (2)
To improve run-time performance, the state-of-the-art LiDAR-
based AD perception uses aggregated features of the 3D points
grouped at the level of 2D or 3D cells [15], [20], [30]–
[34]; however, their calculation is by nature non-differentiable
(§III-B), which makes the attack difficult to optimize.

Towards this end, we design a novel physical-world adver-
sarial attack method, MSF-ADV, which addresses the chal-
lenges above and thus fundamentally challenges the basic MSF
design assumption in AD perception. We employ adversarial
3D object as the attack vector, with the key observation that
different shapes of a 3D object can lead to both point position
changes in LiDAR point clouds and pixel value changes in
camera images. Thus, an attacker can leverage shape manip-
ulations to introduce input perturbations to both camera and
LiDAR simultaneously. To achieve the attack goal, the attacker
simply places such an object on the roadway; this can be
conveniently accomplished with modern 3D printing services
and an object type commonly expected on the roadway, e.g.,
a traffic cone but with a slightly worn or broken look.

To systematically generate effective adversarial 3D objects,
we adopt an optimization-based approach that starts with a
3D mesh of a normal object, e.g., a normal traffic cone, and
performs shape manipulation by changing its vertex positions.
Under this attack vector, we address design challenge 1 by
constructing differentiable 3D rendering functions to synthe-
size the attack-influenced point clouds and camera images. For
design challenge 2, we find that all commonly-used cell-level
aggregated features can be differentiably derived by the point-
inclusion property (§IV-D). Thus, we first design a differen-
tiable and accurate approximation for such property, and then
use it as a building block to differentiably compute the gradient
of the cell-level aggregated features during the optimization.
We also employ domain-specific designs for attack robustness,
stealthiness, and physical-world realizability.

We evaluate MSF-ADV with MSF algorithms included in 2
open-source full-stack AD systems, Baidu Apollo [15] and Au-
toware.AI [16], that have high representativeness in practice,
e.g., Apollo is ranked as the top 4 leading AD developers along
with Waymo, Ford, and Cruise [35]. We select 3 object types
and evaluate each on 100 real-world driving scenarios from
the KITTI dataset [36]. Our results show that the generated
adversarial objects achieve more than 91% success rate across
different object types and MSF algorithms. We also find that

our attack is (1) stealthy from the driver’s view based on a
user study, (2) robust to different victim approaching positions
and angles, with over 95% average success rates, and (3)
transferable across different MSF algorithms, with an average
transfer attack success rate of around 75%.

To understand the attack realizability in the physical world,
we 3D-print our adversarial objects, and evaluate them using
real LiDAR and camera devices. Using a vehicle with a
LiDAR mounted, we find that our 3D-printed adversarial
object can successfully evade LiDAR detection in 99.1% (107)
of the total 108 collected frames. Using a miniature-scale
experiment setting (§V-E2), we find that our adversarial object
has a 85-90% success rate to evade both LiDAR and camera
detection at 20 randomly-sampled positions.

To understand the end-to-end safety impact, we further eval-
uate our method using a production-grade AD simulator, and
find that our adversarial traffic cone can cause a 100% vehicle
collision rate for an Apollo AV across 100 runs. In contrast, the
collision rate with a normal traffic cone is 0%. Demo videos
are at our project website: https://sites.google.com/view/ca
v-sec/msf-adv. We also evaluate various existing DNN-level
defense strategies (e.g., input transformation and augmenting
training data), and discuss future defense directions. Our code
and data are released at our website [37].

In summary, this work makes the following contributions:
• We are the first to study security issues of MSF-based

AD perception and the first to challenge the basic MSF
design assumption in the AD context. We successfully
design and engineer a physical-world adversarial attack
aiming at generating adversarial 3D object to mislead a
victim AV to fail in detecting it and thus crash into it.

• We adopt an optimization-based approach that ad-
dresses two main design challenges: non-differentiable
target camera and LiDAR sensing systems, and non-
differentiable cell-level aggregated features used by Li-
DAR. We also design strategies to enhance the attack
robustness, stealthiness, and physical-world realizability.

• We evaluate on MSF algorithms included in representa-
tive open-source industry-grade AD systems in real-world
driving scenarios. Our attack is shown to achieve over
91% success rates across different object types and MSF
algorithms. Such high effectiveness can also be achieved
with (1) high stealthiness, (2) high robustness to victim
positions, (3) high transferability across MSF algorithms,
and (4) high physical-world realizability after being 3D-
printed and captured by LiDAR and camera devices.

• To understand the end-to-end safety impact, we further
evaluate the proposed attack on a production-grade simu-
lator, and show that our attack can cause a 100% vehicle
collision rate to an industry-grade AD system. We also
evaluate and discuss defense strategies.

While MSF is widely recognized as a promising and general
defense strategy for existing attacks on AD perception [10],
[27]–[29], [38]–[43], prior works have neither studied the
security of existing MSF algorithms in practical AD settings,
nor made attempts to understand whether the very basic
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security design assumption for MSF can fail. In this paper,
we make the first attempt towards this direction, and we hope
that our findings and insights can inspire more future research
into this largely overlooked research perspective.

II. BACKGROUND

A. MSF-based AD Perception

In high-level (e.g., Level 4 [1]) AD systems, perception is
a critical module that detects surrounding objects in real time.
Due to its direct impact on safety-critical driving decisions
such as collision avoidance, AD perception in production high-
level AD systems such as Google Waymo, Pony.ai, and Baidu
Apollo predominantly adopts a Multi-Sensor Fusion (MSF)
based design [14]–[17]. In this paper, we call such design
MSF-based AD perception, or MSF for short. In this paper,
we focus on MSF designed for in-road obstacle detection, e.g.,
front cars, which is the most basic task for AD perception.

MSF design principle and basic assumption. In MSF-
based AD perception, the final object detection results are
obtained by fusing multiple perception sources such as camera
and LiDAR, with the goal of leveraging their strengths while
compensating their weaknesses to achieve overall higher ac-
curacy and robustness than those achievable by a single per-
ception source [18]–[26]. For example, LiDAR is a ranging-
based sensor by shooting lasers, which thus is more difficult
to capture the texture information (e.g., color) of an object
compared to cameras [18]. Camera images, on the other hand,
cannot directly provide the depth information of an object [19],
[25], which can be overcome by LiDARs. Thus, an MSF algo-
rithm can be designed to leverage both the depth information
from LiDAR point clouds and the texture information from
camera images to achieve higher object detection performance
than those using either camera or LiDAR alone [19], [20]. To
achieve such overall higher accuracy and robustness, the basic
design assumption is that there generally exists at least one
source that can provide the correct results. In this paper, we
are the first to challenge such assumption in the AD context.

Representative MSF algorithm design. In AD perception,
state-of-the-art MSF algorithms predominately use 2 percep-
tion sources: camera and LiDAR [18]–[24], [26]. Fig. 1 shows
an overview of a typical MSF-based AD perception design. In
industry AD systems, before running the MSF, the raw camera
and LiDAR inputs, i.e., camera images and LiDAR point
clouds, are usually first pre-processed [15], [16] to prepare
the camera- and LiDAR-side MSF inputs, which can improve
the run-time algorithm performance (detailed later).

In the MSF algorithm, state-of-the-art designs predomi-
nantly adopt DNN networks to process the LiDAR-side and
camera-side MSF inputs [15], [16], [18]–[24], [26], due to
the recent superior performance of deep learning in object
detection [44]. In this paper, we call them LiDAR perception
networks and camera perception networks inside the MSF
algorithm. Next, the processing results from these two net-
works are fused using (1) DNNs [18]–[24], or (2) hard-coded
matching and prioritization rules [15], [16]. Rule-based fusion
is usually a late fusion, i.e., applied to the end results of the

LiDAR perception
networks

Camera

ROI

+Fusion

LiDAR-side
MSF input

Camera-side
MSF input

Agg. feature
extraction

Camera perception
networks

Trans.

Images

MSF AlgorithmPre-Processing Detected objects
Point
clouds

Figure 1: Overview of MSF-based AD perception design.

two networks, while DNN-based one can be a late or early
fusion, i.e., at the intermediate perception results, which can be
fused more deeply and thus potentially lead to higher accuracy.
Meanwhile, rule-based fusion has two unique benefits. First,
it is more modular and thus can flexibility combine different
camera and LiDAR perception models [45]. Second, it is easier
to debug and interpret than DNNs [46], and also to hard-code
safety rules and measures [45]. In our attack design later in
§IV, we comprehensively consider both fusion designs.

When preparing the camera- and LiDAR-side MSF inputs,
typical pre-processing steps include data transformation such
as rotations and shifting, applying Region of Interest (ROI)
filter to remove unrelated input portions, and extracting ag-
gregated features from the raw input. These pre-processing
steps can largely reduce the sizes and dimensions of the MSF
algorithm inputs, which can thus greatly improve the run-time
algorithm performance [47]. Considering that the raw point
cloud data can include millions of 3D points per second [48],
such pre-processing is especially beneficial for LiDAR percep-
tion. Thus, many state-of-the-art LiDAR-based AD perception
model designs choose to use aggregated input features such
as average height and intensity of the 3D points grouped
at the level of 3D cells, or voxels [30]–[32], [49]. Some
state-of-the-art designs even choose to further aggregate the
features in such 3D cells to 2D cells in Bird’s-Eye View (BEV)
to further improve the real-time detection performance [34],
which is thus the most popularly adopted in industry-grade
AD systems [15], [20], [33], [34]. As detailed in §III-B, such
popular adoption of cell-level aggregated features for LiDAR
introduces a unique challenge to our attack design.

B. Physical-World Adversarial Attack
Recent works find that DNN models are generally vulner-

able to adversarial example, or adversarial attacks [50]–[56].
Some works further explored such attacks in the physical
world [5]–[9], [57]–[60]. In the AD context, previous works
have designed successful physical-world adversarial attacks
on the camera-based AD perception alone [5]–[9], [12], [13],
or the LiDAR-based one alone [10], [11]. However, none of
them have considered MSF-based AD perception, which is
predominantly adopted in industry AD systems today (§II-A)
and in principle can be more robust against these attacks (§I).
Also, as detailed later in §III-B, blindly combining these prior
designs cannot directly lead to successful attacks on MSF due
to various new and unique challenges.

III. PROBLEM FORMULATION AND DESIGN CHALLENGES

A. Attack Goal and Threat Model
Attack goal: Fundamentally defeat MSF design assump-

tion. In this paper, we target an attack goal with the most direct
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safety impact on driving: fool the MSF-based AD perception
in the victim AV to fail in detecting a front obstacle and thus
crash into it. Even when the vehicle has a fail-safe Automatic
Emergency Brake (AEB) system, e.g., based on RADAR or
ultrasonic sensors, such a crash is still possible for two reasons.
First, today’s AEB systems are not perfect. For example, a
recent study shows that the ones in popular vehicle models
today fail to avoid crashes 60% of the time [61]. Second, even
if they can successfully perform emergency stop, they cannot
avoid being hit by rear vehicles that fail to yield on time. To
achieve this goal, in this paper we target physical-world attack
vectors in the AD context for high practicality and realism.

Due to the basic design assumption of MSF (§II-A), as long
as there still exists at least one perception source that is not
attacked, it is always possible for the unattacked source(s)
to correct the final fused perception results and thus defeat
our attack goal. Thus, in this paper we aim at designing an
attack that can effectively attack all perception sources used
in the MSF-based AD perception. This can enable our design
to fundamentally defeat the MSF design assumption and thus
most generally achieve our goal above. As the combination of
camera and LiDAR is most popularly adopted in state-of-the-
art MSF-based AD perception (§II-A), in this paper our design
needs to attack both camera and LiDAR simultaneously.

Threat Model. As the first study to achieve the attack goal
above, in this work we mainly focus on a white-box attack
setting, i.e., assuming that the attacker has a full knowledge
of the MSF algorithm used in the victim AD system. This is
the same assumption made in most prior adversarial attacks on
camera- or LiDAR-based AD perception [5], [6], [10], [62]. To
achieve this, the attacker may obtain a victim AV model, e.g.,
by purchasing or renting [63], and then reverse engineer its
perception module, which has been shown as possible on Tesla
Autopilot [64]. The attacker can also target the AVs using
open-source MSF-based AD perception algorithms [15], [16].
In the attack preparation time, we assume that the attacker can
collect camera images and LiDAR point clouds of a targeted
road where she plans to launch the attack.

B. Design Challenges

As described in §II-A, in state-of-the-art MSF algorithms,
the camera and LiDAR perception networks are DNN based.
Although no prior works consider attacking MSF, many
designed successful physical-world adversarial attacks on
camera- or LiDAR-based AD perception DNN models. How-
ever, we find that blindly combining these prior designs cannot
directly achieve our goal due to 3 unique challenges:

C1. Lack of a single physical-world attack vector effec-
tive for both camera- and LiDAR-based AD perception.
To achieve our attack goal, we need to find physical-world
attack vectors for both camera- and LiDAR-based perception
networks in MSF. However, so far none of the attack vectors
used in previous physical-world adversarial attacks in the
AD context have shown effectiveness in affecting both. For
camera-based AD perception, previous works predominately
consider adding stickers/posters [5], [6], painting [8], [9],

or changing brightness [12], [13], which can only change
the texture of an obstacle but not its shape and thus can
barely affect the LiDAR point clouds. On the LiDAR side,
LiDAR spoofing [10], [11], which shoots lasers to LiDAR, has
shown to be effective in the AD context. Although lasers can
also affect camera inputs [40], no prior work has studied its
effectiveness for fooling camera-based AD perception models.
One possible solution is to use separate attack vectors for
them, e.g., using stickers for camera and laser shooting for
LiDAR. However, this not only adds up the attack deployment
costs and thus lowers the realizability and stealthiness, but also
requires precise synchronizations across the attack processes.
Thus, it is highly desired to identify one single attack vector
that can effectively attack both at the same time.

C2. Need to differentiably synthesize physically-
consistent attack impacts onto both camera and LiDAR. To
systematically generate adversarial inputs, prior works gener-
ally adopt optimization-based approaches, which have shown
both high efficiency and effectiveness [6], [60]. Since adversar-
ial attack generation typically takes thousands of optimization
iterations [65], [66], it is almost impossible in practice to
physically drive vehicles on the target road to obtain the attack-
influenced camera images and LiDAR point clouds every time
the adversarial inputs are updated in an iteration. Thus, we
need to digitally synthesize the impacts of the adversarial
stimulus from the physical world onto both camera images
and LiDAR point clouds, and such synthesizing needs to be
differentiable to enable effective optimization. As discussed in
C1, no single attack vector has been studied for both camera-
and LiDAR-based AD perception so far in prior works. Thus,
no matter what attack vector we identify to address C1, we
need to design a new differentiable synthesizing function for
at least one of the perception sources, which can be quite
challenging for certain physical-world attack vectors, e.g.,
differentiably modelling the impact of lasers on camera inputs
from different distances and angles. Meanwhile, since such
attack impacts come from the same physical-world stimulus,
the synthesized impacts to the camera images and the LiDAR
point clouds need to be physically consistent, e.g., conforming
to their different mounting positions in the AV.

C3. Need to handle non-differentiable pre-processing
steps in AD perception. As introduced in §II-A, in indus-
try AD systems, images and point clouds are usually pre-
processed before fed into the MSF algorithm. In particular,
state-of-the-art LiDAR-based AD perception models popularly
use aggregated features of 3D points grouped at level of 2D
or 3D cells (§II-A). To calculate such cell-level aggregated
features, the necessary first step is to calculate whether an
input point is inside a cell or not. In this paper, we call
it a point-inclusion property. By nature, such property is
discontinuous, i.e., 0 and 1 for outside and inside a cell. This
causes the calculation of any cell-level aggregated features
non-differentiable with regard to the LiDAR point clouds,
which thus makes our optimization difficult to be effective. So
far, no prior works have considered a general design to handle
such non-differentiable pre-processing steps for LiDAR.
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IV. ATTACK DESIGN: MSF-ADV
In this paper, we are the first to address all the 3 challenges

in §III-B by designing a novel physical-world adversarial at-
tack method, MSF-ADV, which thus can fundamentally defeat
the MSF design assumption in AD perception.

A. Design Overview

To address the challenges in §III-B, our MSF-ADV method
has the following novel designs:

Adversarial 3D object: physically-realizable and stealthy
attack vector for MSF-based AD perception. To address C1,
we identify adversarial 3D object as the physical-world attack
vector against MSF-based AD perception. Our key insight is
that different shapes of a 3D object can lead to not only point
position changes in LiDAR point clouds but also pixel value
changes in camera images. Thus, the attacker can leverage
shape manipulations of such an object to introduce adversarial
input perturbations simultaneously to both camera and LiDAR
perception networks in the MSF algorithm. To achieve the
attack goal, the attacker simply places such an object in the
roadway to trick the victim AV to crash into it.

Beside satisfying C1, such an attack vector also has 2 other
advantages. First, it is easily realizable and deployable in the
physical world. For example, the attacker can construct it
digitally in a 3D mesh and 3D-print it, which is convenient
today through online services [67]. Second, it can achieve
high stealthiness by mimicking a normal traffic object that
can legitimately appear in the middle of the road, e.g., a traffic
cone or barrier, but with a worn or broken look, which is not
uncommon in the real world as shown in Fig. 2. In our design
(§IV-E), we also constrain the degree of the shape changes
from the normal object to achieve high stealthiness. Note that
although it is possible to manipulate the object texture (e.g.,
color) together with the shape in our design, we intentionally
choose to not consider it in this paper as it can greatly harm
stealthiness and also incur additional printability issues, which
is a common challenge for physical-world adversarial attacks
using stickers/posters [5], [68], [69].

Causing road safety threats. To make such an object both
easy to deploy and able to cause severe crashes, the attacker
can choose smaller objects such as a rock or traffic cone but
fill it with granite or even metal to make it harder and heavier.
For example, a 0.5 cubic-meter rock or a 1-meter high traffic
cone [70] filled with some aluminum can easily weigh over
100 kg, which can trip the victim AV to lose control, damage
the chassis, or break the windshield glass if bounced up when
driving at a high speed. Besides causing damages by the crash
itself, the attackers can also exploit the semantic meaning of
certain road object types such as traffic cones. For example,
the attacker can design an AV-specific attack by placing nails
or glass debris behind an adversarial traffic cone object so that
failing to detect it can lead to tire blowout of a targeted AV.
Here, the safety damages are not directly caused by the traffic
cone crash itself, and thus in this case the adversarial traffic
cone can be small and lightweight like normal ones to make
it easier to 3D-print, carry, and deploy.

Figure 2: Real-world traffic objects with worn or broken
looking shapes, which can be mimicked by our physical-world
attack vector: adversarial 3D object with shape manipulations.

Optimization-based adversarial 3D object generation.
To systematically generate adversarial 3D objects, we adopt
an optimization-based approach similar to prior works [5]–
[11]. We start with a 3D mesh of a normal 3D object, e.g.,
a normal traffic cone, and then introduce shape manipulations
by changing its vertex positions. To address C2, due to the
choice of adversarial 3D objects as the attack vector, we
can conveniently leverage existing 3D rendering techniques
in computer graphics to simulate the functionalities of the
physical equipment, i.e., camera and LiDAR, and thus system-
atically synthesize the attack-influenced camera images and
LiDAR point clouds. Specifically, to enable the end-to-end
optimization process, we perform differentiable constructions
of these rendering processes, and use the relative positions
to the 3D object to ensure the physical consistency with the
corresponding camera and LiDAR mounting positions.

With the synthesized raw camera images and LiDAR
point could, next we design the differentiable approximation
function for the non-differentiable pre-processing step (non-
differentiable cell-level aggregated feature calculation) to en-
able the end-to-end optimization. To address this, our key
insight is that all the commonly-used cell-level aggregated
features can be differentiably derived by the point-inclusion
property (detailed later in §IV-D). Thus, we first design a
novel and accurate differentiable function to approximate the
calculation of the point-inclusion property, and then use it as
a building block to achieve differentiable computations of the
pre-processing steps for LiDAR. In the optimization process,
we also have other domain-specific designs, e.g., for attack ro-
bustness, stealthiness, and physical-world realizability, which
will be detailed in the following sections.

B. MSF-ADV Methodology Overview

In this section, we provide an overview of our MSF-ADV
method, and will detail its components in later sections.

Problem formulation. We formulate the attack generation
process as the following optimization problem:

min
Sa

Et∼T [La(t(Sa);Rl,Rc,P,M) + λ · Lr(Sa, S)] (1)

where PCa = Rl(t(Sa), PC) (2)
IMGa = Rc(t( Sa), IMG,C) (3)
F a = P(PCa, IMGa) (4)

La(t(Sa);Rl,Rc,P,M) = O(M(F a)) (5)
subject to ∆(Sa, S) ≤ ε (6)
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Figure 3: Overview of the optimization-based adversarial 3D object generation in MSF-ADV.

S is the original benign object and Sa is the adversarial
one. We use vertex-face (v-f ) meshes to represent them, i.e.,
S = (v,f) and Sa = (va,fa). In Eq. (1), the optimizing
parameter is the adversarial object Sa, and we only change its
vertices va. The objective function includes: (1) an adversarial
loss La, which is designed to achieve our attack goal by
misleading the MSF algorithm M(·) to fail in detecting Sa,
and (2) a realizability loss Lr(·), which is designed to improve
smoothness of the Sa surface to benefit both the printability
and stealthiness (§IV-E). To improve the robustness of Sa in
the physical world, we apply Expectation over Transformation
(EoT) [60] by introducing a set of 3D transformation T to Sa

and optimize the expectation of their objective function values
in Eq. (1). λ is a balancing hyper-parameter.

In Eq. (2) and Eq. (3), Rl(·) and Rc(·) are the differentiable
LiDAR and camera rendering functions respectively (§IV-C).
They generate the attack-influenced point clouds PCa and
images IMGa given the corresponding backgrounds of the
target road (PC and IMG). PCa and IMGa are then fed into
the differentiable pre-processing approximation function P(·)
to obtain the attack-influenced MSF input features F a (§IV-D).
F a is fed into MSF algorithm M(·) in Eq. (5), and O(·) is
designed to extract the output features related to the object’s
confidence score of the adversarial object. To achieve high
stealthiness, in Eq. (6) we limit the shape deformation between
S and Sa within a threshold ε by using a distance metric ∆(·)
(e.g., Lp distance metric: ∆(Sa, S) = ||Sa − S||p).

Optimization process overview. Fig. 3 overviews our opti-
mization process. As shown, given a 3D object Sa initialized
with S, we first apply 3D transformations (e.g. rotation and po-
sition shifting) T to generate multiple samples t(S) to improve
the robustness of the adversarial object against environment’s
variation. Next, each one of them, along with the LiDAR
point clouds (PC) and camera image (IMG) background
from the target road, are fed into the rendering functions
(Rl(·),Rc(·)), pre-processing approximation functions (P(·)),
and the MSF algorithm (M(·)) to calculate La. Additionally,
the realizability loss Lr(Sa, S) is added to La(·) together
using Eq. (1) to construct our loss function. To solve it, we use
Projected Gradient Descent (PGD). Specifically, we compute

Cell-level Aggregated Features Used in

Occupancy [15], [16], [30], [34], [49], [73]
Count [15], [16]
Height (min/max/mean) [15], [16], [20], [24], [33]
Intensity (min/max/mean) [15], [16], [20], [30], [33], [34], [49]
Density [20], [24], [33]

Table I. Summary of commonly-used cell-level aggregated fea-
tures in state-of-the-art LiDAR-based object detection models.
Our novel soft point-inclusion property calculation (§IV-D)
can be used to differentiably derive all of them.

its gradients with respect to the vertex positions va of Sa

and constrain the gradients with a stealthiness threshold ε. We
then update Sa using these gradients. We iteratively apply this
process until Sa cannot be detected by the MSF algorithm.

C. Differentiable Rendering

In this section, we detail the differentiable rendering func-
tionsRl(·) andRc(·) in Eq. (2) and Eq. (3). To ensure physical
consistency, we define Sa in the LiDAR coordinate system,
which is convenient as it is by nature 3D. For camera ren-
dering, we then use a calibration matrix C to transform Sa

from the LiDAR coordinate system to the camera coordinate
system. C can be obtained by measuring the relative positions
between the camera and the LiDAR of AV. To achieve differ-
ential rendering, we leverage existing differentiable ray-casting
methods [71] for LiDAR and NMR [72] for camera.

D. Pre-Processing Step Approximation

In this section, we detail the construction of the differen-
tiable pre-processing function P(·). Most of the pre-processing
steps such as ROI, rotation, and position shifting (§II-A)
can be directly constructed differentiably using projective and
affine transformations. However, such construction is espe-
cially challenging for the calculation of cell-level aggregated
features such as cell occupancy and the mean height of the
points inside a cell, due to the discontinuity of the point-
inclusion property as discussed in C3 (§III-B). However, such
features are commonly used in state-of-the-art LiDAR-based
AD perception as summarized in Table I, for achieving high

181

Authorized licensed use limited to: Access paid by The UC Irvine Libraries. Downloaded on December 16,2022 at 02:54:29 UTC from IEEE Xplore.  Restrictions apply. 



run-time performance (§II-A). This thus makes it necessary to
address this to ensure the generality of our attack method.

To address this, we find that as long as we can obtain the
point-inclusion value of each 3D point to a given cell, all
the commonly-used features in Table I can be mathematically
calculated in closed form. Thus, we first design an accurate and
differentiable approximation of the point-inclusion property
calculation, or a soft point-inclusion calculation, and then use
it as a building block to differentiably derive the features.

Building block: Soft point-inclusion calculation. Given a
point PCi with coordinate (ui, vi, wi) from the point cloud
PC and a 3D cell cm of length L, width W , and height H ,
the direct point-inclusion value of PCi for cm, denoted as
PI(PCi, cm), is 1 if PCi is inside cm, and 0 if not. To
differentiably approximate this function, we estimate the point-
inclusion probability of the point among the 8 cells closest to
it by calculating the interpolation of it to these 8 cell center
positions. Fig. 4 (a) illustrates these 8 cells, which are indexed
as m = 1...8. The center position of a cell cm is denoted as
(um, vm, wm). These 8 center positions form a cuboid that
encloses PCi. We can then calculate the interpolation of this
point to these center positions using trilinear interpolation [74]:

softPI(PCi, cm) =(1− d(um, ui)

L
) · (1− d(vm, vi)

W
)

· (1− d(wm, wi)

H
)

(7)

where d(u1, u2) = |u1−u2| and
∑8
m=1 softPI(PCi, cm) = 1.

Thus, this is similar to calculating the probabilities of whether
PCi is inside each of these 8 cells. Fig. 4 (b) illustrates the
calculation process and the example calculation for PCi at
(0.8, 0.7, 0.1) when L = W = H = 1 (i.e., each cell is a
cube) and the center coordinate of c5 is the origin (0, 0, 0). The
calculation results are the numbers without underline at the 8
center positions. In Fig. 4 (c), the interpolation value at the
center position of each cell is then used as the point-inclusion
probability for such cell. As shown, since PCi is inside c7,
it is the closest to the center of c7 at (1, 1, 0), and thus the
interpolation value is the highest for c7. This thus is able to
correctly assign the highest point-inclusion probability to c7.

Approximation accuracy improvement. In Fig. 4 (b),
while the point-inclusion probability is indeed the highest for
c7, the probability value is only 0.504 and thus still has a
non-negligible gap to the ground-truth value 1. We find that
the cause of this gap is at the d(u1, u2) function in Eq. (7).
As shown in Fig. 5, the ground-truth function for d(u1, u2)
when L = W = H = 1 is 0.5 + 0.5 · sign(|u1 − u2| − 0.5),
since if the distance between the point and the cell center
at any dimension is over 0.5, it is outside of cell and thus
(1 − d(u1, u2)) should be 0 in Eq. (7). Since sign(x) is not
differentiable when x = 0, such ground-truth function cannot
be directly used in softPI(·). Using d(u1, u2) = |u1 − u2| as
in classic trilinear interpolation is differentiable, but its curve
has a gap to the ground truth as shown in Fig. 5 so that it is
more difficult for the optimized Sa to succeed. To address this,

we use tanh(·) to differentiably and accurately approximate
sign(·). For example, for the u dimension, it becomes:

d(u1, u2) =
L

2
+
L

2
· tanh(µ · (| u1 − u2 | −

L

2
)) (8)

For the v and w dimensions of PCi we replace L with W
and H . Fig. 5 shows the curve of Eq. (8) when L = 1. As
shown, the difference between Eq. (8) approximation and the
ground truth is much smaller. In this paper, we call SoftPI(·)
using d(u1, u2) = |u1 − u2| and Eq. (8) trilinear and tanh
approximation respectively. The numbers with underline in
Fig. 4 (b) and (c) are the results with tanh approximation. As
shown, with tanh approximation the point-inclusion probabil-
ity for c7 becomes 1.0, which is directly the ground-truth value
and thus much more accurate than trilinear approximation.

To more concretely show the benefit of tanh approximation,
Fig. 6 shows the calculation results for the count feature in
Table I based on softPI(·) using real-world point cloud data.
The count feature calculates the number of points in a cell
(derivation of it from softPI(·) is described later). In Fig. 6,
the count values are visualized using a gray-scale heatmap
in BEV. Fig. 6 (a) and (c) shows the count values calculated
using trilinear and tanh approximations respectively, and (b)
and (d) shows their differences to the ground-truth count value.
As shown, the count values using trilinear approximation have
clear differences to the groundtruth, while the differences for
the ones using tanh approximation is almost invisible.

Derivation of cell-level aggregated features. With an
accurate SoftPI(·), we can then differentiably approximate all
the cell-level aggregated features in Table I as follows:
• Count and density. The count feature calculates the

number of points in a cell. With softPI(·), we can
differentiably derive the count value as CNT(cm) =∑

PCi∈PC softPI(PCi, cm). The density feature calculates
the density of points in a cell. Thus, we can directly calculate
it by dividing CNT(·) by the cell size.
• Occupancy. The occupancy feature calculates whether

a cell has points or not. With CNT(·) above, it can be
calculated as sign(CNT(·)). Note that since the sign(·) is not
differentiable, we approximate it using sign(x) = x during the
backward pass of the optimization.
• Height and intensity. The max/min/mean height features

calculate the maximum, minimum, and the average height
of the points inside a cell. Thus, the max and min height
features are directly maxPCi∈PC softPI(PCi, cm) · wi and
minPCi∈PC softPI(PCi, cm) · wi. The mean height feature
can be calculated as

∑
PCi∈PC softPI(PCi,cm)·wi

CNT(cm)+ε , where ε is
small number to prevent division by zero. The max/min/mean
intensity features can be calculated similarly by replacing wi
with the intensity value of PCi.

The calculations above are performed for 3D cells. To obtain
features for 2D cells, we just need to add an aggregation
of these 3D cell features in one dimension, e.g., the vertical
dimension for BEV 2D cells (§II-A), into these calculations.
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Figure 6: Accuracy benefit of tanh approximation over trilin-
ear approximation for the count feature (number of points per
cell). Count values are visualized using a gray-scale heatmap.
GT denotes the ground-truth count value.

E. Objective Function Design

Adversarial loss La. For the adversarial loss La in Eq. (1),
similar to prior attacks on object detection [5], [6], we extract
and minimize the confidence value (which reflects the con-
fidence that the region contains an object) of the regions of
Sa. As introduced in §II-A, the fusion process of the LiDAR
and camera perception networks in the MSF algorithm can
be DNN-based or rule-based. For the former, we directly
extract the confidence values in the MSF output [18]–[24].
For the latter, since the rule-based fusion logic is not directly
differentiable, we extract the confidence values in the outputs
of the LiDAR and camera perception networks separately, and
minimize the sum of them. This is because if we can prevent
Sa from being detected in the outputs of both the LiDAR and
camera perception networks, Sa will not appear in the MSF
output no matter what the rule-based logic is.

Realizability loss Lr(·). To realize our attack goal in §III-A,
Sa needs to be 3D-printed and placed on top of the road
surface in the physical world. To facilitate this, we design the
realizability loss Lr(·) in our objective function to (1) improve
the printability of Sa at 3D printers by maximizing its surface
smoothness using a Laplacian loss [75], and (2) prevent the
generation of Sa that is underneath the road surface. The
detailed loss formulations are in Appendix A.

Stealthiness designs. Our optimization process has two
designs for improving the stealthiness of Sa. First, the realiz-
ability loss above can improve its surface smoothness, which
can thus allow it to look normally in practice. Second, we solve
Eq. (6) by using Project Gradient Descent (PGD) with L∞
distance constraint during the gradient update step in Fig. 3,
which thus ensures that the per-dimension moving distance
for each vertex in S is smaller than ε. We can then use ε to
control how similar Sa looks compared to the benign one S,
and thus the smaller ε is, the stealthier Sa is.

Attack robustness improvement. To achieve the end-to-
end attack success in our setting, it is ideal if Sa can be contin-
uously undetected by the MSF algorithm when the victim AV
is approaching the object, until their distance is smaller than
the brake distance [76] so that it is too late to brake to avoid the
crash. Thus, we need to improve the robustness of Sa against
different victim approaching distances and angles of the target
road. To achieve this, we implement Transformation T via
random yaw-dimension rotations and ground-plane position
shifting of Sa, which is illustrated in Fig. 3.

V. ATTACK EVALUATION

A. Evaluation Methodology and Setup

MSF algorithm selection. In our evaluation, we target
MSF algorithms included in open-source industry-grade AD
systems to ensure high practicality and realism of our eval-
uation results. In particular, we select the ones included in
2 open-source full-stack AD systems, Baidu Apollo [15] and
Autoware.AI [16], due to their (1) representativeness among
industry-grade AD systems today, as Apollo has been recently
ranked among the top 4 leading industrial AD developers
along with Waymo, Ford, and Cruise [35], and Autoware is
adopted by the USDOT in their AV fleet [77]; (2) practicality,
since both systems can be readily installed on real vehicle
models [78], [79] for driving on public roads. In particular,
Apollo has been providing self-driving taxi services in China
for months [80]; and (3) ease to experiment with, since they
are the only full-stack AD systems that are open-sourced.

Both AD systems use rule-based fusion in their MSF
algorithms, i.e., the LiDAR and camera perception networks
are separated DNN models, and their individual perception
outputs are fused based on hard-coded matching and prior-
itization rules. As described in §II-A, such design has high
modularity and is easy to debug, interpret, and hard-code
safety rules/measures [45]. These can greatly benefit system
development in industry, which might be the reasons why
it is adopted in both Apollo and Autoware.AI. As described
in §IV-E, for such fusion type, our optimization objective is to
make our adversarial object undetected in both the outputs of
the LiDAR and camera perception models to allow our attack
to succeed no matter what rule-based fusion logic is used.

Due to such modular fusion designs, the MSF algorithms in
both Apollo and Autoware.AI allow different combinations of
LiDAR and camera perception models. Thus, in our evaluation
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we also evaluate our attack against different such combinations
to understand the generality of our attack. In this paper, we
call each such combination an MSF combination and use +©
to denote such combination operation. In particular, we select
2 different models for LiDAR and 2 for camera, which forms
4 MSF combinations in total. On the LiDAR side, the LiDAR
perception model in Apollo is also included in Autoware.AI.
Thus, we choose 2 models in different Apollo versions that
have substantially different DNN designs: one from the latest
version, v5.5, denoted as A5-L, and another from an older
version, v2.5, denoted as A2-L. At the DNN design level,
A5-L differs greatly from A2-L with 43.9% more deep layers
and 65.0% more trainable parameters. On the camera side,
we select the one from the latest version of Apollo, denoted
as A5-C, and the pre-trained YOLO v3 [81], denote it as Y3,
which is included in the latest version of Autoware.AI.

3D object type selection. Considering the supported object
types for the LiDAR and camera models, we experiment with
3 types of objects for the above 4 MSF combinations: (1) a
traffic cone of size 0.5 m × 0.5 m × 1.0 m, for A5-L +©A5-C
and A2-L +©A5-C, (2) a bench of size 0.6 m × 0.5 m × 1.5
m, for A5-L +©Y3 and A2-L +©Y3, and (3) a toy car of size
0.6 m × 0.7 m × 1.6 m (for kids to sit inside), for all 4 MSF
combinations. We intentionally avoid large objects like cars
since they are much harder to 3D-print and deploy. Among the
3 object types, we consider traffic cone as the most attractive
for attacker since it is much more common to appear on the
roadway than the other two and thus the most stealthy. Thus,
majority of our experiments are focused on traffic cone.

Attack scenario selection. For each object type, we select
100 real-world driving scenarios from the KITTI dataset [36]
in which such object in benign case can be 100% detected by
the MSF combinations. Each scenario is one frame of sensor
inputs including the camera image, the LiDAR point cloud,
and the calibration matrix. These scenarios has high diversity
with different types of objects (e.g., cars, trucks, traffic lights)
and roads (e.g., local, high-way, to rural roads).

Object placement. For most experiments, we place the
benign and adversarial objects 7 meters (m) in front of the
victim. We choose 7 m because it is the braking distance [76]
when the vehicle speed is 25 mph, almost the lowest one
in normal driving. Since such distance is larger for higher
vehicle speeds, 7 m represents the smallest distance at which
the object has to be detected by the victim to avoid a crash in
normal driving scenarios. In §V-D, we also evaluate our attack
among different victim distances and angles. More detailed
attack parameter settings are in Table VIII in Appendix.

B. Attack Effectiveness

In this section, we evaluate the effectiveness of our attack
on the attack scenarios described in §V-A.

Evaluation metrics. Given an MSF combination and an
attack scenario, we render our generated 3D adversarial object
into the background point cloud and image, and test whether
it can be detected by the MSF combination. We determine our
attack as success if and only if the adversarial 3D object is

undetected by both the LiDAR and camera models in such
MSF combination. Under this criterion, the successful attacks
can generally defeat any rule-based fusion logic that can be
applied to fuse the outputs of these two models. Thus, the
calculated success rate is a lower bound when a specific fusion
logic is used, e.g., the ones in Apollo and Autoware.AI. We
perform evaluation on 100 scenarios and report success rate.

Results. The results for the 4 MSF combinations are shown
in Table II. For all object types and all MSF combinations,
success rates are at least 91%, and those for traffic cone and
bench are all 100% among 100 driving scenarios. This shows
that MSF-ADV is an effective method. Among these results,
the 100% success rates for traffic cone is especially important,
since it is the most attractive object type among the three from
the attacker’s view due to its small size and the ability to
disguise as a normal traffic object in the middle of the road.
Note that our method can achieve 91% attack success rates
even for the toy car of which the object type (car) has been
heavily explored in training data of the model. Among the 4
MSF combinations, A5-L +©A5-C has the lowest attack success
rates, which shows that the models from the latest version of
Apollo are the most robust among the 4.

Stealthiness. We also measure the stealthiness of our object
using the average per-vertex ∆`p distances and the LPIPS
(Learned Perceptual Image Patch Similarity) metric [82].
Table II shows the results with stealthiness parameter ε = 2
cm (§IV-E). As shown, our attack only needs to move each
vertex by 3.4 cm on average (∆`2) to achieve at least 91%
success rates on all MSF combinations. For LPIPS, we use
the official implementation from [82] to measure the LPIPS
value between the driving image with benign object rendered
and the same image with the adversarial one rendered at the
same location. As shown, the average LPIPS value is 0.10
across the 3 object types. This is at the same level as those
achieved in latest GAN-based image restoring methods [83],
which are generally considered as indistinguishable for human.
In Table III, we further evaluate our attack under different
ε values on A5-L +©A5-C using traffic cone. As shown, the
attack success rates are still over 93% even when the average
moved distance per vertex (∆`2) is as small as 1.5 cm.

Attack stealthiness user study. To more directly evaluate
the attack stealthiness, we also conduct a user study for
traffic cone with 105 participants from Amazon Mechanical
Turk [84]. The results show that the generated adversarial
traffic cone is generally viewed (1) as innocent as the original
benign cone, and (2) less suspicious than certain benign ones
with broken shapes. More details are in Appendix B.

Effectiveness under different attack settings. We also
perform evaluation under different attack parameter settings.
We find that our attack is most sensitive to µ, which show that
the differentiable approximation design in §IV-D is critical to
the attack success. More details are in Appendix C.

Printability. We also evaluate the printability of our attack
using commercial printability checking tool and geometry met-
rics such as watertightness [85], [86], self-intersection [87],
and curvature [87]. Our results show that our generated objects
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MSF Comb. A5-L +©A5-C A5-L +©Y3 A2-L +©A5-C A2-L +©Y3

Object Type Traffic cone Toy car Bench Toy car Traffic cone Toy car Bench Toy car

Success Rate 100% 91% 100% 93% 100% 96% 100% 97%

∆`1 5.92 5.95 5.93 5.97 5.93 5.63 5.90 5.61

∆`2 3.28 3.46 3.39 3.37 3.43 3.34 3.30 3.25
Dist.
(cm)

∆`∞ 2.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00

LPIPS 0.06 0.02 0.20 0.04 0.07 0.17 0.20 0.06

Table II. Attack success rate and average vertex perturbation distance of MSF-ADV on different MSF combinations in 100
driving scenarios. A5-L, A5-C: LiDAR and camera models in Baidu Apollo v5.5. A2-L: LiDAR model in Apollo v2.5. Y3:
YOLO v3. All objects can be 100% detected by each MSF combination in the benign case.

∆`p Dist. (cm)Stealthiness
Level (cm)

Succ.
Rate ∆`1 ∆`2 ∆`∞

LPIPS

ε = 2.0 100% 5.92 3.28 2.00 0.06
ε = 1.0 93% 2.84 1.51 1.00 0.05
ε = 0.5 76% 1.38 0.54 0.50 0.05

Table III. Stealthiness evaluation results of MSF-ADV on MSF
combination A5-L +©A5-C with the traffic cone object under
different stealthiness levels of ε (§IV-E).

are 100% printable, and our printability improvement designs
in §IV-E substantially reduce the printing difficulties from
58.9% to 74.3%. Detailed are in Appendix D.

Transferability. We also evaluate the attack transferability
among the 4 MSF combinations with the toy car object. We
find that the transfer attack among them is generally effective,
with success rates around 75% on average.

C. Comparison with Baseline Attack Methods

While our attack shows high effectiveness in the previous
section, it is unclear how much of it is due to the specific
designs in MSF-ADV. To understand this, in this section we
compare our method with possible baseline attack methods.

Evaluation methodology. We consider 2 baseline attack
methods: (1) Gaussian noise based shape perturbation, denoted
as GN, and (2) Genetic algorithm [88] based attack generation,
denoted as GA. GN is used to understand whether the success
of our attack is due to our optimization-based design (§IV), or
simply due to the nature of that level of shape perturbations.
GA still uses our objective function design in §IV-E as fitness
function, but does not need differentiability, which is thus
used to understand whether our differentiable approximation
function designs in §IV-D are actually useful.

Experimental setup. We perform comparison with our
attack on A5-L +©A5-C MSF combination with the traffic cone
object using the same setup in §V-A. We implement GN and
GA using the corresponding standard Python libraries [89],
[90]. For GN, we apply a Gaussian noise with µ = 0 and
σ = 2.1 cm to each vertex dimension to generate a similar
level of perturbation as MSF-ADV with ε = 2 cm. For GA, we
set the population size to 50, a common value used in genetic
algorithm based adversarial attacks [91], [92]. We configure
it to use 2 cm as the per-dimension perturbation bound for
each vertex, the same as ε in MSF-ADV. To achieve a fair

∆`p Dist. (cm)
Attack
Method

Success
Rate ∆`1 ∆`2 ∆`∞

GN 8% 21.8 3.35 10.3
GA 9% 2.85 1.84 2.00

Ours 100% 5.92 3.28 2.00

Table IV. Comparison be-
tween MSF-ADV and base-
line attack methods in attack
success rate and object pertur-
bation degrees. GN: Gaussian
noise. GA: genetic algorithm.
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timization process. The curve
for MSF-ADV stops at 1000
since it can already succeed
for all scenarios at that point.

comparison, we run GA using similar CPU and GPU resources
as MSF-ADV, and ensure that it runs longer than our method.

Result. Table IV summarizes the attack success rates of GN,
GA, and our method, and the corresponding shape perturbation
degrees. As shown, for GN, the average moved distance per
vertex is 3.35 cm (∆`2), which is larger than those generated
by our method (3.28 cm). However, only 8% of the ones from
GN succeed, which is a magnitude lower than ours (100%).
This thus shows that our high attack effectiveness is mainly
due to our optimization-based design, instead of the nature of
a similar-level shape perturbation. For GA, we stop it after
it generates 2000 adversarial objects for each attack scenario,
which is twice the number for our method (1000). However,
the success rate is only 9%, which is also a magnitude lower
than ours. Fig. 7 shows the fitness value trend during the
optimization process, which is averaged over the 100 attack
scenarios. As shown, the fitness value decrease for GA is much
slower than ours: its fitness value drop after 2000 trials is
achieved after only 133 trials using our method, which is 15×
more efficient. This thus concretely shows that benefit of our
differentiable approximation function designs in §IV-D, which
allows the use of gradient-based optimizations to significantly
improve both the attack efficiency and effectiveness.

D. Attack Robustness

In this section, we evaluate our attack robustness against
different victim approaching positions and angles.

Evaluation methodology. We still use the attack scenar-
ios in §V-A for evaluation. To synthesize different relative
positions between the victim and the object when the victim
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Y = (-0.1 m, 0.1 m)

X = (5 m, 15 m) (15 m, 25 m) (25 m, 35 m)

w/o EoT 80.3% 79.2% 79.9%

w/ EoT 96.3% 95.5% 96.6%

Table V. Average success rate on A5-L +©A5-C with traffic
cone in different victim approaching distance ranges.

is approaching the object, we render the object at different
locations ahead of the victim in both the camera and LiDAR
frames given an attack scenario.

Experimental setup. As described in our attack design
(§IV-A), the adversarial object is placed in the middle of the
traffic lane in which the victim is driving. In this section, X
and Y denote the relative distance between the victim and
the object in the longitudinal (i.e., forward and backward) and
lateral (i.e., left and right) directions respectively. For X , we
consider 3 distance ranges from 5 to 35 m, which correspond
to the brake distances for speed from ∼20 to 55 mph [76].
For Y , the deviations to the center of the lane usually need to
be within 0.1 m for smooth and safe driving [93], [94]. Thus,
we consider Y ∈ (−0.1 m, 0.1 m). For each position range,
we randomly sample 20 different positions.

Results. Table V shows the average attack success rates for
A5-L +©A5-C with traffic cone in the 3 position ranges over
the 100 evaluation scenarios (§V-A). As described in §IV-E,
we use EoT to improve robustness. As shown, this improves
the average success rates in all position ranges by 20.5% on
average. Overall, with EoT the average attack success rates are
over 95% across different position ranges, which shows a high
robustness of our attack against different victim approaching
positions and angles at common driving speeds.

E. Physical-World Attack Realizability Evaluation

While the results in prior sections show high effectiveness
and robustness of our attack, the experiments are performed by
digitally rendering the objects into camera and LiDAR inputs.
Thus, it is unclear whether such high effectiveness can still be
achieved after the adversarial object is 3D-printed and placed
in the physical world. Thus, in this section we evaluate such
physical-world realizabilty of our attack.

1) Real Vehicle based Experiments: At the early stage of
this project, we had access to a real vehicle equipped with a
high-end Velodyne HDL-64E LiDAR, and used it to perform
physical-world experiments for LiDAR models. Unfortunately,
later we lost the access to it and only have such real vehicle
based experiments for the LiDAR-side evaluation. In this
section, we report these results for LiDAR side, and will detail
in the next section the physical-world experiments for both
LiDAR and camera using a miniature-scale experiment setup.

Evaluation methodology and setup. In this experiment, we
3D-print the adversarial object and conduct the experiment by
using the vehicle mentioned above to collect its LiDAR point
clouds on the real road. Fig. 8 (a) shows the vehicle and road.
We selected a rarely-used road and no other vehicles passed by
during this experiment. Since this experiment was performed

(a) Road & car w/ LiDAR

(b) Benign and adv. cubes (c) Benign case (d) Adversarial case

Figure 8: Physical-world experiment settings and evaluation
results for LiDAR-side physical-world attack realizability. We
use a Velodyne HDL-64E LiDAR mounted on a real vehicle.
The adversarial cube is 3D-printed at 1:1 scale.

at the early stage of this project, the selected object type was
a 75cm cube, and the targeted model was A2-L, the latest
version of the Apollo LiDAR model at that time. Fig. 8 (b)
shows the box of the same size used as the benign cube, and
the 3D-printed adversarial cube. This setup mimics the attack
scenario by placing an adversarial rock-shaped object (§IV-A).

Results. We manually drive the vehicle around the cube and
collect traces in front of it and on the left of it. In total, there
are 99 LiDAR frames with the benign cube, and A2-L is able
to correctly detect it in 84.8% (84) frames. In comparison, we
find that the adversarial cube is detected in only 0.9% (1) of
the 108 LiDAR frames including it. Fig. 8 (c) and Fig. 8 (d)
show examples of the frames and detection results for the
benign and adversarial cubes respectively. These results show
that our attack is still effective in the physical-world setting
for the LiDAR side of MSF. Experiment videos and images
are at https://sites.google.com/view/cav-sec/msf-adv.

2) Miniature-Scale Experiments: Since we lost the ac-
cess to the experiment vehicle, in this section we design a
miniature-scale experiment in our lab environment to perform
physical-world experiments for both LiDAR and camera.

Evaluation methodology. In this experiment, we still 3D-
print the adversarial object and obtain its point clouds and
images using physical LiDAR and camera devices like in
the actual physical-world attack settings. However, the main
difference is that the adversarial object and the road are set
up in a miniature scale as shown in Fig. 9. As shown, the
adversarial object is 3D-printed at 1:6.67 scale and placed on
a miniature-scale straight road created by printing a real-world
high-resolution BEV road texture on multiple A4 papers and
concatenating them together. Here, the obtained point clouds
of the object and road are scaled up accordingly following
the physical rule of LiDAR to obtain the point clouds in real-
world scale. The benefit of such miniature-scale setup is that
it can not only obtain physical-world point clouds and images
following the same physical rules of LiDAR and camera,
but also more easily fit into the budget of a university-level
research lab (e.g., 3D-printing our 1-meter high traffic cone at
1:1 scale requires industry-grade 3D printers [95]).

Experimental setup. We use an iPhone 8 Plus back camera
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Figure 9: Miniature-scale experiment
setup with camera and LiDAR. Road
and traffic cone are at 1:6.67 scale.

Figure 10: Visualization of the LiDAR and camera perception results for A5-L +©A5-C
in miniature-scale experiments.

A5-L +©A5-C A2-L +©A5-C (transfer attack)

Benign detection rate 19/20 (95%) 16/20 (80%)
Attack success rate 18/20 (90%) 17/20 (85%)

Attack success rate when
benign can be detected

18/19 (94.7%) 14/16 (87.5%)

Table VI. Evaluation results for A5-L +©A5-C and A2-L +©A5-
C at 20 randomly-sampled positions in miniature-scale exper-
iments. Results for A2-L +©A5-C is a transfer attack since the
adversarial traffic cone is generated for A5-L +©A5-C.

and a Velodyne VLP-16 LiDAR to collect images and point
clouds as shown in Fig. 9. For the adversarial object, we gener-
ate the adversarial traffic cone mesh using the image and point
cloud collected in our miniature-scale setup as the background.
We 3D-print the benign and adversarial traffic cones with 380
um precision at 1:6.67 scale. The road size, traffic cone size,
and the camera and LiDAR positions are chosen to represent
the scenario where these sensors are installed on a car driving
on a standard 3.6-meter wide highway road [96].

In the experiment, we try 20 different positions on the
miniature road, which are randomly sampled in a 6.0 cm ×
6.0 cm area at the road center and ∼45 cm far from the camera
and LiDAR. We choose this area because we find the highest
detection rate of the benign cone in this area. In real-world
scale, this represents the scenario where the adversarial cone
is roughly at the road center and 3-3.5 m far from the camera
and LiDAR on the victim. Since the object type is traffic cone,
we consider A5-C on camera side, and the VLP-16 versions
of A5-L and A2-L in Apollo, which has the same model
architecture as their corresponding HDL-64 versions [97].

Results. Table VI shows the results. As shown, for A5-
L +©A5-C, the benign traffic cone can achieve 95% detection
rate at the 20 random positions. However, after we place the
adversarial one at exactly these 20 positions, the detection rate
is only 10%, leading to a 90% success rate. Specifically, at the
19 positions that the benign cone can be successfully detected,
the attack success rate is around 95%. Fig. 10 visualizes
the LiDAR and camera perception results of the benign and
adversarial cones. More images and dynamic moving videos
are at https://sites.google.com/view/cav-sec/msf-adv.

Since this adversarial cone is generated for A5-L +©A5-C,
we also evaluate it against A2-L +©A5-C to understand whether
such attack effectiveness can transfer. As shown, the success
rate of such a transfer attack is very similar: the success rate
among the 20 positions is 85%, and that among the positions

where the benign cone can be detected is 87.5%. These results
thus show that our generated adversarial objects can still be
effective against both LiDAR and camera in a physical-world
environment, and such effectiveness can transfer.

VI. END-TO-END ATTACK SIMULATION EVALUATION

To more concretely understand the end-to-end safety con-
sequences, we further evaluate on a concrete attack scenario
using a production-grade AD simulator.

Evaluation methodology and metrics. We perform an end-
to-end attack evaluation on Baidu Apollo using LGSVL sim-
ulator [98]. LGSVL is an open-source Unity-based simulator
designed for testing and development of industry-grade AD
systems, and has already supported Apollo. In our evaluation,
we use a map of a single-lane road in LGSVL, and set up
Apollo to control a vehicle to drive along this lane. To launch
our attack, we imported the 3D mesh of our adversarial traffic
cone into Unity, set its physical properties, and then re-build
the simulator and the map. We control the position of this
adversarial cone to set it to the lane center, and LGSVL
will provide Apollo with the raw camera and LiDAR inputs
with the adversarial objects using its simulation engine. As
described in §IV-A, crashing into such an adversarial traffic
cone can lead to severe safety damages as the attacker can fill
it with denser materials such as granite or metal, or put nails
or glass debris behind it. Considering such concrete attack
scenarios, we directly use the vehicle collision rate with the
adversarial cone to evaluate the attack effectiveness.

Experimental setup. We evaluate on Apollo v5.0, the latest
Apollo version supported by LGSVL so far [98]. We use
the default camera and LiDAR device configurations in this
support. The LiDAR and camera models in Apollo v5.0 are
the same as those in the latest version, Apollo v5.5. Thus,
we directly use the adversarial traffic cone generated in §V
for this evaluation. The vehicle speed is set to 30 km/h. For
both benign and adversarial scenarios, we perform 100 runs
of experiments and each lasts around 20 seconds to allow the
vehicle to arrive at the traffic cone placement position and
finish executing the driving decision.

Results and demo videos. The results show that our
adversarial traffic cone can always fool the Apollo system
in the entire trip across the 100 runs, leading to a 100%
vehicle collision rate. We inspect the experiment log and find
that the adversarial cone evades both the camera and LiDAR
perception pipelines at every frames before fusion, which thus
fundamentally defeats the basic design assumption of using
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Figure 11: Screenshots of Apollo and LGSVL in the end-to-
end attack evaluation with benign and adversarial traffic cones.
Across 100 runs, the crash rate is 100% for adversarial case,
and 0% for benign case.

MSF for defense. In contrast, in the benign case, Apollo is al-
ways able to correctly detect the benign cone and stop in front
of it to avoid collision (i.e., 0% crash rate). Across different
runs, the vehicle driving trajectories differ slightly due to the
simulation randomness and sensor messaging delay/dropping,
but our attack shows a high robustness against such trajectory
variances when the victim is approaching.

Fig. 11 shows the key screenshots on both the LGSVL and
Apollo sides during the simulation. As shown, in the benign
case, the victim can detect the traffic cone and successfully
make a stop decision to decrease its speed to 0 km/h. However,
in the adversarial case, the victim cannot detect the traffic
cone even when it is right in front of it. Thus, it maintains
the original speed and directly crashes into it. We also record
short demo videos from the simulation, available at [37].

VII. LIMITATIONS AND DEFENSE DISCUSSION

A. Limitations of Our Study

End-to-end physical-world evaluation. In this work, our
attack is designed with a practical attack model (§IV-A)
and evaluated on real-world driving dataset and miniature-
scale physical-world settings (§V-E). However, we did not
perform an end-to-end attack evaluation on a real AV in
the physical world due to the cost and safety considerations.
As a best effort, we evaluate such end-to-end attack impacts
using a production-grade AD simulator (§VI). Note that AD
companies such as Waymo also heavily rely on simulation-
based evaluations when developing and testing AD systems
for safety and budget considerations [99].

Attack generality evaluation. In our evaluation, we target
the MSF algorithms used in representative industry-grade AD
systems such as Baidu Apollo [15], which generally adopt a
rule-based fusion design. As introduced in §II-A, there also
exists another type of fusion design: DNN-based fusion [18]–
[24]. Thus, it is still unclear how effective MSF-ADV can
be for DNN-based MSF algorithms. Note that this is not a
limitation of our attack methodology: as described in §IV-E,
our design is generally applicable to both fusion designs.

Also, since rule-based fusion design is more preferable for
the system development in the industry (§V-A), our current
evaluation results can potentially lead to more impacts to
AD systems in practice. Thus, we left the evaluation of MSF
algorithms with DNN-based fusion as future work.

B. Defense Discussion

1) DNN-Level Defense: Our attack exploits vulnerability in
DNNs used in MSF, and thus a direct defense direction is to
secure these DNNs. In the recent arms race between adversar-
ial attacks and defenses, various defense/mitigation techniques
have been proposed, e.g., input transformation [100]–[102],
adversarial training [65], and certified robustness [103], [104].
However, almost all of them focus on image classification
models under digital-space attacks, instead of object detection
models under physical-world attacks. To the best of our
knowledge, no prior works has considered defending against
adversarial 3D objects in MSF context.

Experiment methodology. In this case, as a best effort
to understand the effectiveness of existing defenses in our
attack setting, we perform experiments mainly on two easily-
adaptable defense strategies: (1) camera/LiDAR input trans-
formation without model re-training, for which we evalu-
ate 4 popular methods: bit-depth reduction [100], median
smoothing [100], JPEG compression [102], and autoencoder
reformation [101]; and (2) augmenting training data, denoted
as AUG, which re-trains the model with adversarial inputs
mixed in training dataset [12], [50], [105]. AUG is only
applied to YOLO v3 (Y3) since Apollo does not release
training dataset for its models. Additionally, we also explored
adversarial training [106] for Y3, but different from the
standard adversarial training, we only applied 2 steps PGD
attack to approximate the solutions of inner maximal problem
for efficiency due to the complexity of our attack pipeline (e.g.,
rendering, pre-processing, and attacking two models together)
caused by our problem settings and evaluated system. Such a
strategy has been adopted in some recent works to improve
efficiency of adversarial training [106], [107]. More details
are in Appendix E. Note that we do not evaluate certified
robustness [103], [104] since its designs today focus on small
2D digital-space perturbations (e.g. `2=0.5 on ImageNet [108],
[109]), and their extensions to either 3D space or physical-
world attacks are still open research problems.

Results. Fig. 12 shows the results for the 4 input trans-
formation based defenses on our attack on A5-L +©A5-C for
traffic cone. For each method, we explore different parameters
to explore the trade-off between benign detection rate and
attack success rate. As shown, with the decrease of the Li-
DAR/camera input quality (left to right for all the x-axes), the
attack success rate will eventually increase for all 4 methods
since the input quality becomes so low that both camera and
LiDAR models cannot detect the object even in the benign
case. For some methods, the attack success rate first decreases
before such increase, which is likely because the input quality
reduction disrupts our adversarial shape perturbations. Overall,
median smoothing achieves the highest defense effectiveness
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Figure 12. Evaluation results of 4 DNN input transformation based defense methods for our
attack on A5-L +©A5-C with traffic cone object. Benign detection rates mean detected by
either LiDAR or camera. Attack success rate means that both LiDAR and camera fail to
detect. For all x-axes, values from left to right mean higher to lower camera/LiDAR input
quality (e.g., more smoothing or compression). Detailed setup in Appendix E.

Y3 test Benign Attack
set mAP det. rate succ. rate

Original 44% 100% 100%
AUG 32% 100% 69%

Table VII. Results of augmenting
training data (AUG) for our at-
tack on A5-L +©Y3 compared to
original model for bench object.
Detailed setup in Appendix E.

by decreasing the attack success rate to 66% without affecting
the benign detection rate. Note that it is known that all these
methods can be bypassed by adaptive attacks [110]–[113].
Thus, an interesting future work is to explore the effectiveness
of these methods under adaptive attack designs of MSF-ADV.

Table VII shows the results for AUG. For a fair comparison,
the original model in the table is also newly-trained using the
same setup. As shown, AUG is able to decrease the attack
success rate to 69% with 100% benign detection rate. Our
preliminary exploration of adversarial training with 2-step
PGD does not show higher effectiveness: even with 900 epoch
of training, the attack success rate is only reduced to 95% with
100% benign detection rate. The potential reason of the lower
effectiveness is that 2 steps PGD is not enough to generate
effective adversarial objects during training. Compared to
some prior works [106], [107], this suggests that our attack
poses more challenges in balancing the trade-off between
efficiency and effectiveness in adversarial training. We plan
to systematically investigate this in the future.

Overall, the most effective defense found in these exper-
iments can only decrease the attack success rate to 66%,
which is not quite enough to render this attack vector practi-
cally unexploitable. Leveraging the analysis insights, we plan
to explore more effective defense designs by exploring (1)
other input transformation considering the success of medium
smoothing, and (2) more efficient and effective adversarial
training designs for our attack. As certified robustness can
provide strong theoretical guarantees, we also plan to explore
the extensions of it to 3D space and physical-world attacks.

2) Fuse More Perception Sources: At MSF algorithm level,
one defense direction is to fuse more perception sources,
e.g., more cameras/LiDARs sharing an overlapped view but
mounted at different positions, assuming that our attack may
be more difficult to optimize if the fused camera/LiDAR
perception results are from very different viewing angles and
positions. Also, we may consider including RADAR into MSF,
which is less preferred in state-of-the-art MSF designs (§II-A)
but may help improve their security. Note that this cannot
fundamentally defeat our attack since RADAR point clouds
may also be affected by shape manipulations and their state-of-
the-art object detection algorithms are still DNN-based [114].
Nevertheless, including RADAR may make it more difficult
to attack if the RADAR perception model is more robust. We
leave a systematic exploration of these to future work.

VIII. RELATED WORK

Autonomous Driving (AD) system security. Since AD
systems heavily rely on sensors, prior works have studied
sensor attacks in AD context such as spoofing/jamming attacks
on camera [40], [115], LiDAR [10], [29], RADAR [40],
ultrasonic [40], and IMU [116]. In comparison, these works
mainly focus on vulnerabilities at sensor level, while we
focus on those at the higher autonomy software level, i.e.,
the “brain” of AD systems. At such level, prior works have
studied the security of camera/LiDAR object detection [5],
[6], [9], [10], [117] and tracking [118], localization [119], lane
detection [120]–[122], traffic light detection [123], and end-to-
end AD [12], [13]. However, so far all of them only consider
attacks on camera or LiDAR perception alone, while we are
the first to study the security of MSF-based AD perception
and address the corresponding design challenges (§III-B).

Adversarial attacks. Various adversarial attacks have
been proposed to generate adversarial attacks in the digital
space [12], [50]–[56], [66], [85], [105], [124]–[127]. In com-
parison, we focus on physical-world attack vectors. Multiple
prior works have designed and evaluated adversarial attacks in
the physical world [5]–[9], [57]–[60]. However, none of them
have considered MSF-based AD perception, and as described
in §III-B, blindly combining their designs cannot directly
achieve our goal due to various unique design challenges.

IX. CONCLUSION

This paper presents a first study on the security issues of
MSF-based AD perception, that challenges the basic design
assumption for MSF as a defense strategy in AD context. We
design a novel attack method, MSF-ADV, with adversarial 3D
object as the attack vector, and address design challenges in
non-differentiable target camera and LiDAR sensing systems
and non-differentiable computation of cell-level aggregated
features for LiDAR. We perform evaluations on MSF algo-
rithms included in industry-grade AD systems using real-world
driving scenarios. Our results show that our attack achieves
over 90% success rates across different object types and
MSF algorithms, while being stealthy, robust, transferable and
physical-world realizable. In simulation evaluation, our attack
can cause 100% vehicle collision rate. We also evaluate and
discuss defenses. Considering the critical role of perception for
safe AV driving, we hope that our findings and insights can
help the community develop effective defenses in practice.
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APPENDIX

Parameter Value

PGD initial point (§IV-E) 0.01
PGD constraint (§IV-E) 0.02
Tanh approximation parameter µ (§IV-D) 100
Preventing division by zero ε (§IV-D) 10−7

X sample range (§IV-E) (5, 35)

Y sample range (§IV-E) (−0.3, 0.3)

yaw sample angles (§IV-E) (−5◦, 5◦)

Learning rate (§IV-E) 0.001

Lr(·) coefficient λ (§IV-E) 20

Height loss coefficient β1 (Appendix A) 0.001

Precision of 3D printer used in §V-E 0.38mm

Table VIII. Detailed settings for attack parameters in §V.

A. Realizability loss Lr(·) in §IV-E

To realize our attack goal in §III-A, Sa needs to be 3D-
printed and placed on top of the road surface in the physical
world. To facilitate this, we design the realizability loss Lr(·)
in our objective function to (1) improve the printability of Sa

by 3D printers, and (2) prevent the generation of Sa that is
underneath the road surface. Our formulation of Lr(·) is in
Eq. (9), where the first and second parts are for achieving (1)

and (2) respectively. The first part is a Laplacian loss [75],
where V a is the vertex set of Sa, and for vai ∈ V a, Γ(vai )
denotes the set of connected neighboring vertices of vai . Since
our attack generation is performed by only moving the vertex
positions in the benign object S (§IV-A), there is always a
corresponding vertex vi in the vertex set V of S that vai is
moved from. The distance between vai and vi is denoted as
∆v = vai − vi. Thus, the first part in Eq. (9) penalties the
differences between the position change of each vertex in Sa

and those of its neighboring vertices. This can thus improve the
smoothness of the surface of Sa, which can lower the precision
requirements of the 3D printer [128] and thus improve the
printability of Sa. We also use a popular mesh simplification
method, Quadric Edge Collapse Decimation (QECD), as an
optional post-processing step to further improve printability.

In the second part, zai and zi denotes the height values of vai
and vi. This part minimizes the distance between the lowest
height among all vertices in Sa and that in S, which thus
penalties the moving of the vertices in Sa towards under the
road surface. β1 is a hyper-parameter for this part in Eq. (9).

Lr(Sa, S) =
∑

va
i ∈V

a

∑
va
q∈Γ(va

i )

∥∥∆va
i −∆va

q

∥∥2

2

+ β1 · ‖ min
va
i ∈V

a
zai − min

vi∈V
zi‖22

(9)

B. Attack Stealthiness User Study

In this section, we conduct a user study to evaluate the
stealthiness of the adversarial 3D objects. We go through the
IRB process and our study is determined as the IRB Exempt,
due to not involving collection of any Personally Identifiable
Information (PII) or target any sensitive population.

Evaluation methodology. In this study, we select traffic
cone as the evaluation target due to its high attractiveness
for the attacker (§V-A). We evaluate 4 red traffic cone with
different shapes: the benign shape (Benign) the adversarial
shape generated by MSF-ADV (Adv), and two benign but
broken shapes similar to Fig. 2 (Benign B1 and B2). We
consider Benign B1 and B2 since our attack is designed to
mimic benign traffic objects with a broken look (§IV-A). We
randomly select two images (S1, S2) from KITTI and render
these shapes into these two images at two different positions
(near or far way from the victim AV, denoted as N or F)
to generate four realistic driver’s scenario (S1-N, S1-F, S2-N,
S2-F) on the roadway for each shape.

For each of the 4 rendered images above, we ask whether
the red traffic object in the image is a valid traffic cone. Note
that the driving images are selected by ensuring no extra red
object. Images of them are on our website [37]. Among the 4
rendered images, we also ask in which one the red traffic object
has the most anomalous shape compared to a normal traffic
cone. “No Anomaly” option is included to avoid randomly
picking from the participants. To understand the distribution
of the participant’s background, we also ask for demographic
information and background information related to driving.

Evaluation setup. We use Amazon Mechanical Turk [84]
to perform the user study. In total, we collected results from
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Figure 13: User study results of the attack stealthiness. (a)
shows the ratio of users thinking a given object is a valid
traffic cone; (b) shows the selection ratios for traffic cones with
the most anomalous shape. S1 and S2: 2 different real-world
driving images; N and F: near and far rendering positions.

105 participants (55.24% male and 44.76% female) with 35.3
average age. We confirmed that all of them have driving
experience by asking them the age when first licensed and
the weekly driving mileage. All the benign objects, including
Benign B1 and B2 can be correctly detected by the latest
Apollo MSF combination (A5-L +©A5-C) while Adv cannot.
The full survey is available at [129].

Results. Fig. 13 (a) shows the ratio of users thinking that
the given traffic cone object is a valid traffic cone. As shown,
Benign and Adv have similar ratios (around 60%) and are
higher than Benign B1 and B2 since the broken shapes may
be more obvious than that of Adv after our surface smoothing
and PGD-based perturbation bounding (§IV-E). Note that
even for Benign there are around 40% users thinking that
it is invalid. This might be because the rendered color and
shading inevitably have infidelity compared to the real-world
background images. Fig. 13 (b) shows the selection ratios for
the cone object with the most anomalous shape. As shown,
Benign B1 and “No Anomaly” are the most popular choices
across and Adv is always the lowest. The results show that
our generated adversarial traffic cone is generally viewed at
least as innocent as the original benign cone, and also less
suspicious than certain benign ones with broken shapes.

C. Attack Effectiveness under Different Attack Settings

In this section, we perform experiments to understand how
sensitive our attack is to different attack parameter settings.

Experimental setup. We target 5 key attack parameters in
Table VIII to perform experiments: µ, λ, β1, Learning rate,
and PGD initial. For each parameter, we experiment with
values that are one magnitude higher or lower than the default
value. The experiments are performed on A5-L +©A5-C with
traffic cone. The results are averaged over 20 attack scenarios
randomly selected from the 100 scenarios in §V-A.

Results. Table IX shows the results. As shown, our attack
is most sensitive to µ. Considering that µ is used in our
differentiable approximation of the point-inclusion calculation
(Eq. (8) in §IV-D), these results show that our differentiable
approximation design is critical to the attack success. Different
learning rates, λ, and PGD initial are also shown to impact the
results, but such impacts are limited to when the values are
above or below a certain magnitude.

D. Printability Evaluation

To perform our attack, the adversarial objects generated
digitally need to be (1) printable by today’s 3D printers, and
(2) the easier to be printed the better, e.g., requiring less
printing precision and thus printable by cheaper 3D printers.
In this section, we evaluate such printability of our attack.

Evaluation metrics. To evaluate whether it is printable or
not, we first use PreForm, a commercial printability checking
tool [86] that can determine whether their 3D-printing service
can print a given 3D mesh. We also leverage the object
watertightness [85] as another metric, which measures whether
the object mesh could hold water if filled. Thus, any 3D object
needs to be watertight to have a volume and thus can validly
exist (and thus 3D-printed) in physical world. This is the most
basic metric for any object meshes to be printable.

For whether the object is easy to print, we use the self-
intersection ratio and curvature. Self-intersection ratio mea-
sures the percentage of the object mesh’s 2D faces that have
intersections with its other faces. High self-intersection ratio
means the mesh need to be printed by a higher precision printer
with higher cost. The second metric we use is the curvature of
the object, which measures how smooth the object surface is.
The more smooth the surface is, the less printing precision is
required and thus the easier to print. We calculate this metric
using the average per-vertex Gaussian curvature value.

Experimental setup. As described in §IV-E and Ap-
pendix A, our design includes two methods to improve the
printability: the Laplacian loss (LP) in Lr(·) in Eq. (9), and
QECD [130] as an optional post-processing step. Thus, in
our experiment we evaluate the printability of our adversarial
objects with and without these two methods. We use the same
scenario and parameter settings as §V-B.

Results. Table X shows the evaluation results for A5-
L +©A5-C using traffic cones. As shown, with or without using
any printability improvement methods, the objects generated
by our method are all watertight and determined as printable
by the PreForm software since our attack method only manipu-
lates the vertex positions of the benign object without changing
the original vertex connection relationships.

For the two metrics on whether the object is easy to print,
both the self-intersection ratio and the average curvature value
are greatly reduced by applying either LP or QECD. LP alone
is particularly cost-effective: it is able to substantially reduce
the self-intersection ratio by 74.3% and the curvature value
by 58.9% without hurting the attack success rate. However,
QECD alone hurts self-intersect ratio, curvature value and
attack success rate. The decrease of the attack success rate
is because QECD is a mesh simplification method that may
slightly change the object shape, which thus may interfere
with the originally well-optimized shape of the adversarial
object. Combining QECD and LP together achieves the highest
reduction in both metrics, with only 0.46% self-intersection
ratio and 0.67 curvature value. Note that, the average curvature
for the benign traffic cone object is 0.72. Thus, both LP
alone and the combination achieve a similar level of surface
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µ λ β1 Learning rate Initialization

Key attack parameters 10 100 1000 2.0 20.0 200.0 0.01 0.001 0.0001 0.01 0.001 0.0001 0.1 0.01 0.001

Attack success rate 75% 100% 60% 100% 100% 65% 100% 100% 100% 75% 100.0% 100% 45% 100.0% 100%

Table IX. Attack success rate for A5-L +©A5-C with traffic cone under different attack parameter settings. Descriptions of these
attacker parameters are in Table VIII. Gray cells are default settings.

Printable? Easy to Print?Technique
used PreForm Watertight Self-intersect Curvature

Success
Rate

None 100% 100% 88.73% 1.68± 1.56 100%

LP 100% 100% 14.43% 0.69± 0.65 100%

QECD 100% 100% 38.96% 1.42± 1.30 90%

LP + QECD 100% 100% 0.46% 0.67± 0.50 92%

Table X. Printability evaluation results of MSF-ADV on A5-
L +©A5-C with traffic cone. LP: Laplacian loss in Eq. (9).

smoothness comparable to a normal real-world object, which
thus are printable enough in practice. While the combination
reduces the self-intersection ratio compared to LP alone, it
incurs 8% success rate decrease due to the use of QECD.
Thus, there exists a trade-off. If the attacker does not care
about the printing cost, they can choose to use LP alone to
better ensure the attack success; otherwise, they can combine
it with QECD to reduce the printing costs.

E. Details of the DNN-Level Defenses Evaluated in §VII-B1

We describe the details of the defense methods.
Bit-Depth reduction [100]. We follow the setting in prior
work [100]. We reduce the bit depth for the image input and
the LiDAR point cloud. For a camera image, it consists of
RGB channel with 8-bit depth (0-255) for each of them. For a
LiDAR point cloud, each point has 4 fields: x, y, z, i, where
x, y, and z represents the 3D position, and i is intensity. Each
field is a floating point with 32-bit. We use the formulation:
round(x∗(2bit−1))

(2bit−1) to reduce the bit-depth. In our experiments,
we evaluate 5 different bit-depths ranging from 5-bits to 1-bit
for both camera and LiDAR inputs. Higher bit-depth number
means higher input quality after the bit-depth reduction.
Median smoothing [100]. We follow the setting in prior
work [100] and apply the median smoothing to both LiDAR
and camera inputs by taking a median around each LiDAR
point or camera pixel with a different kernel size. We evaluate
7 different kernel sizes ranging from 5 to 35. Larger the kernel
size means higher smoothness and lower input quality.
JPEG compression [102]. We follow the setting in [102]
and apply the JPEG only to images since JPEG compression
is specific to images. Our attack is successful only when
it succeeds for both camera and LiDAR models, therefore,
securing the camera model alone is still an effective defense
strategy. We use Python Image Library (PIL) [131] to control
the compression quality with argument “quality”. We use 9
values from 10 to 90 with step 10 to explore the defense
effectiveness at different compression rates. Lower values
means higher compression rates and thus lower image quality.

Autoencoder reformation [101]. Autoencoder reformation is
a part of MagNet defense [101]. We apply it only on image
since it is designed for camera-based adversarial examples.

We evaluate 4 different autoencoder architectures, denoted
as C, A-1, A-2, and A-3. C is the same architecture in the
MagNet paper [101] for the CIFAR-10 dataset. Since the input
size in our setting is much larger than that in CIFAR-10, we
also evaluate 3 other architectures, A-1, A-2, and A-3, by
adding 1, 2, 3 average pooling layers to C. From C, to A-3, the
latent space dimension size decreases, which thus means more
compression and lower input quality. All the autoencoder are
trained with real-world images in KITTI dataset [36](§V).
Adversarial training (AT) [106]. Since Apollo does not
release the training dataset for its models, we can only evaluate
this method on Y3 (YOLO v3). Since our attack needs to
succeed for both camera and LiDAR, a secure camera model is
still an effective defense strategy. We adapt our method to the
state-of-the-art adversarial training-based method for camera-
based object detection [106]. We follow their algorithm but
change the attack in the training loop to ours. Since our attack
is performed by adding an object instead of perturbing an
existing one, an additional challenge is how to assign ground-
truth bounding boxes and labels to our adversarial objects. To
address this, we render benign object to the same position and
use its detection results as ground-truth results for adversarial
one. In AT, we only use bench object to perform experiment.

While adversarial training can be highly robust, it is known
to be expensive and nearly intractable for large-scale prob-
lems [107], [132]. In our case, this problem further exacerbates
as the cost of our attack is higher than 2D digital-space attacks.
Thus, we employ an acceleration method found in a recent
work [107] that allows a much smaller number of PGD steps
(instead of a full optimization cycle) in each training iteration
by randomly initializing the adversarial inputs. Specifically, we
use a PGD with 2 step and randomly initialize the adversarial
mesh during each training iteration. Besides, we train our
model from a pre-trained Y3 model, which can converge much
faster and also improve robustness [133], [134]. We use the
original Y3 training set COCO [135]. We train the model for
over 900 epoch, and the model converges after ∼83 epoch.
Augmenting training data (AUG) [12], [50], [105]. Prior
works show that re-training the model with adversarial inputs
mixed in the original training data can improve the model
robustness [12], [50], [105]. Same as for adversarial training,
this method is only applied to Y3, and we use the same method
as in adversarial training to generate the adversarial inputs and
their ground-truth bounding boxes and labels. We use same
COCO training dataset and the number of training epoch. In
this case, the model converges at ∼48 epoch.
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