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Best-first search can be regarded as an anytime scheme for producing lower bounds 

on the optimal solution, a characteristic that is mostly overlooked. We explore this 

topic in the context of AND/OR best-first search (AOBF), guided by the mini-bucket 

elimination (MBE) heuristic, when solving graphical models. In that context, the 

impact of the secondary heuristic for subproblem ordering may be significant, 

especially in the anytime context.

We illustrate in this paper that the new concept of bucket errors can advise in 

providing effective subproblem orderings in AND/OR search.

INTRODUCTION

BACKGROUND

IMPACT OF SUBPROBLEM ORDERING

• Given f1(t) < C*, the selection of which subproblem to expand next (f2) can 

influence the number of nodes expanded

• Intuitively, we want to expand the subproblem that leads to the greatest increase

in f1 therefore discovering as soon as possible that the optimal extension to t is >C*

• The increase is equivalent to the look-ahead residual, making bucket errors a 

natural choice to build an informed f2

Example:

• Left-first subproblem ordering: the entire search space is expanded 

• Right-first subproblem ordering: the space rooted by B0 is not expanded

BUCKET ERRORS FOR AND/OR BEST-FIRST SEARCH

• Bucket errors are 1-level residuals, so this only tells us about the increase f1 for 

the immediate next expansion

• We introduce the notion of subtree error to capture d-level residuals to tell us 

exactly about increase in f1 beyond the next node

• Equivalent to solving the problem in complexity to compute: so we approximate by 

summing bucket errors

• We consider two types of representations of bucket errors for each variable – these 

are done for computational tractability

• Constant: computed by averaging over all instantiations of the error function

• Scope-bounded: computed by averaging over all instantiations over a subset of 

variables in the error function

• We also consider two types of error values in the original functions

• Absolute bucket errors: standard definition of bucket error

• Relative bucket errors: divide the absolute error by the exact message value

• Total of 4 variants of our f2 (constant/scope-bounded, absolute/relative)

EXPERIMENTS AND CONCLUSION

We ran AND/OR Best-First (AOBF) search using the MBE-MM heuristic [Ihler et al. 2012]

• Tested various i-bounds to vary heuristic strength

• Compare 4 variants against the ad-hoc baseline

• Ranked the anytime performance on a normalized time scale over benchmarks

• The baseline is better on the pedigree instances, while the promedas and type4

instances, our methods can outrank the baseline

• This is directly related to the heuristic strength on the problem – low errors are 

uninformative for pedigrees; the higher errors in promedas/type4 are informative

• Our results show that subproblem ordering is important when errors are high 

and should be applied to any type of AND/OR Best-First search.

Graphical Model

• 𝑴 = 𝑿,𝑫, 𝑭

• 𝑿 = 𝑋𝑖 ∶ 𝑖 ∈ 𝑉 , a set of variables indexed by a set 𝑉

• 𝑫 = {𝐷𝑖 ∶ 𝑖 ∈ 𝐷} is the set of finite domains of values for each 𝑋𝑖

• 𝑭 = {𝑓𝛼 ∶ 𝛼 ∈ 𝐹} is a set of discrete functions, where 𝛼 ⊆ 𝑉 and 𝑋𝛼 ⊆ 𝑋 is the 

scope of 𝑓𝛼

Bucket Elimination (BE) [Dechter 1999]

• Solves the min-sum problem by eliminating variables one at a time.

• Complexity: exponential in the induced (tree) width of the underlying primal graph

Mini-Bucket Elimination (MBE) [Dechter and Rish 2003]

• We can approximate BE by solving a relaxation created by duplicating variables to 

bound the treewidth by a parameter known as the i-bound.

AND/OR Search

• The AND/OR search space of a graphical model is guided by the decomposition 

suggested by the pseudo-tree.

Generalized Best-First Search for AND/OR Graphs [Pearl 1984]

1. Identify the most promising partial solution tree t with an evaluation function f1

2. Expand nodes with evaluation function f2

Most work deals with choosing f1, while f2 is chosen ad-hoc.

AND/OR Best-First Search [Marinescu 2009]

• A state-of-the-art algorithm that is a variant of the AO* algorithm, specialized for 

AND/OR search spaces over graphical models

• Maintains the best partial solution tree t via steps to expand and revise it

• Uses f1 (MBE heuristic) as the ad-hoc choice for f2

• We explore this in the context of generating anytime lower-bounds in this work

Bucket Error [Dechter et al. 2015]

• The difference between the function-message that would have been computed in 

an individual bucket without partitioning and the message computed by MBE.

• Example using BE and MBE figure above: ErrC(A,B) = λC (A,B) – (λC (A) - λC (B))

• Captures the local error induced by the MBE partitioning

• Equivalent to depth-1 lookahead residual
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