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Bayesian networks have become a standard paradigm for automated reasoning under uncertainty, with numerous applications in engineering, business and the empirical sciences. They are also appealing to cognitive and neuroscientists because they provide a plausible and biologically feasible framework (e.g., distributed processing on causal representation) through which human reasoning can be explored and potentially understood.
Taking a historical perspective, I will introduce Bayesian networks, the poly-tree belief propagation algorithm and the ideas of moving from trees to loopy networks as reported by their creators. I will reflect on the current state of the art for general graphical models and highlight properties of belief propagation (e.g., convergence and accuracy) from a constraint propagation perspective.

