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Real-Time Differential Carrier Phase GPS-Aided INS

Jay A. Farrell Senior Member, IEEETony D. Givargis, and Matthew J. Bartllember, IEEE

~ Abstract—This article describes the implementation and exper- level positioning requirement. Standalone carrier phase GPS
imental results of a real-time carrier phase differential global po-  positioning has been demonstrated to achieve centimeter level
sitioning system (GPS) aided inertial navigation system (INS). The accuracy [1], [4], [5], [15], but to the authors’ knowledge, this

implementation is the result of a study to analyze the capabilities . ) o . . .
of such a system relative to the requirements of advanced vehicle is the first paper describing an implementation and experiments

control and safety systems (AVCSS) for intelligent transportation that successfully demonstrate a real-time, differential carrier
systems. Such navigation systems have many application possibili-phase GPS-aided INS achieving centimeter accuracy.

ties (e.g., aviation and precision flight, automated mining, precision
farming, dredging, satellite attitude control). Advantages and dis-

advantages of the GPS, INS, and differential GPS-aided INS ap-

proaches are discussed. The implementation achieves 100-Hz ve- The following subsections review the advantages and disad-

hicle state estlmates_wnh position accuracies at the centimeter level vantages of GPS and INS technologies and motivate an inte-
through the use of differential carrier phase GPS techniques.
grated approach.

Il. BACKGROUND

Index Terms—Global positioning system, inertial navigation,

Kalman filters, motion measurement, navigation, position control. A. Global Positioning System and Vehicle Control

The accuracy of standard GPS position estimates is on the
. INTRODUCTION order of 100 m (R95). Increased accuracy (at the meter level)

UTOMATED vehicle position control Systems requiré:an be achieved through the use of differential GPS (DGPS)

both a means for determining vehicle position and &ee, €.9., [1], [9], [10], [18]). Furthermore, a DGPS system that
means for controlling the vehicle position [11], [20]. Thig!ses carrier phase observations can provide position accuracies
article focuses on an integrated carrier phase differential glot4I1 to 3 cm [1], [4], [5], [15].
positioning system/inertial navigation system (GPS/INS) For vehicle control, a trajectory corresponding to the desired
approach to vehicle position (and state) determination. path could be defined in the global coordinate reference frame

The system specifications are based predominantly on &ﬂld stored on-board the vehicle. If desired, additional informa-
vanced vehicle control and safety system (AVCSS) needs. Piign such as the surface inclination, turning radius and direc-
vious successful vehicle control experience [14], [22] demofion, and super-elevation angle could also be stored on-board
strated that a sample rate of at least 25 Hz and centimeter |eie@-, using CD technology) as a function of path position to
position accuracy are sufficient for vehicle control under noninprove control performance. The vehicle control system would
inal operating conditions. Due to chassis and actuator dynamiéen drive the steering and propulsion actuation systems to force
the control system bandwidth is less than 2 Hz under nomirie vehicle to follow the desired trajectory.
driving conditions. Therefore, a navigation bandwidth of 10 Hz Advantages of performing control in a global coordinate
was deemed sufficient, but higher bandwidth is preferred to sugystem are: 1) both lateral and longitudinal position information
port the poss|b|||ty of emergency maneuvering_ Navigation Sy@lative to the desired trajeCtOfy are known at all timeS; 2) the
tems achieving these specifications also have application po¥gihicle can always return to the desired path since it always
bilities in automated mining and dredging, aviation and predfhows its position and the desired position; 3) significant
sion flight, precision farming, and satellite attitude control. @mounts of path preview information can be used to facilitate
This article describes the implementation and experimenggntrol [14]; 4) the vehicle velocity profile as a function of

results of a GPS-aided INS system designed to exceed th@lgal position can be specified; and 5) the global position
accuracy, bandwidth, and update rate specifications. Numer&fighe vehicle is available for other purposes (e.g., traveler
previous applications have implemented pseudo-range-balggrmation, traffic management, data logging). Additional
GPS-aided INS systems (e.g., [17], [19]). The main novadvantages of using GPS include: 1) no changes are required
feature of this application is the integration of INS and differto the environment (i.e., special markers, radar reflective

ential carrier phaseGPS in real-time to achieve the centimetePaint, etc. are not required); 2) advanced GPS techniques
could determine three-dimensional vehicle attitude; and 3)
GPS signals are available in all weather conditions. The main
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only be overcome via integration of alternative technologies

improvements in receiver technology, the first disadvantage can IMU INS p.v.6 >
W20
(e.g., INS or pseudolites).

15
B. Inertial Navigation and Vehicle Control + ’p“

EKF
For control purposes, it is desirable to know the vehicle 3tate -

and inertial information (i.e., angular rates and linear accelgfy 1. complementary fitter.
ation) at high & 50 Hz) sampling rates. For reliable control

operation, this information must be reliably available (i.e., n&?nsidered along with other referencing systems if three viable

lm;ssmg samples) at each sampling instant (i.e., with m'n'mﬁdependent systems are to be available for AVCSS. Although
atency). AVCSS was the primary motivation for this GPS-aided INS

INS [2.]’ [6], [3] can provide Fhe vehicle state _mformatlon aElevelopment project, many other applications are possible.
rates suitable for accurate vehicle control. A typical INS system

integrates the differential equation describing the system kine-
matics for a short period of time using high rate data from iner-
tial instruments. During this integration process, the error vari- The navigation system developed for this project incorpo-
ance of the navigation state increases due to sensor noise f&tes a strapdown INS with various modes of GPS aiding. The
inaccuracies in sensor calibration and alignment. After a perié@llowing sections discuss each component of the system de-
of integration, aiding sensor measurements (e.g., GPS) carsig. Section Ill-A describes the overall approach. Section I11-B
used to correct the state estimates. The main advantages of figgusses the INS implementation and error equations. Section
systems are: 1) vehicle state estimates are produced without HIfC discusses various issues related to obtaining high accu-
ferentiation (i.e., low sensitivity to high-frequency noise); anthcy position information from the GPS. Section IlI-D discusses
2) the accuracy of the INS state is not affected by fields exterriie method used to resolve carrier phase integer ambiguities.
to the INS. The main disadvantage of an unaided INS systésction IV presents the algorithms used to calculate the contin-
is unbounded growth in the position estimation error; howevetpus-time equivalent discrete-time state transition and process
an INS system used in conjunction with aiding sensors can pfgise covariance matrices. Section V discusses various specific
vide the state estimate at the desired control frequency more igsues related to the system design.
curately than either technique used independently. Additional )
advantages of an aided INS system are: 1) the update rate ofAhe>PS-Aided INS
navigation state estimates is not limited by the update rates ofig. 1 shows a block diagram of the GPS-aided INS imple-
the aiding sensors; and 2) the INS estimate of the vehicle staiented for this project. This implementation is referred to as a
is available at the desired sampling instants regardless of thedamplementary filter [3]. The noisy inertial measurement unit
tencies in the aiding sensors. In addition, the INS continues(iMU) outputs are processed by the INS. Since the INS is an
provide position estimates at times when signals from the aidiffgegrative process, the output of the INS is the actual state plus
system were not available. During such periods, the INS accupredominantly low-frequency error. The INS output is pro-
racy can be accurately predicted. This accuracy can be useddssed to provide an estimate of the GPS measurement. The dif-
higher level reasoning loops to maintain or switch modes of oference between the estimated GPS output and the measured dif-
eration. ferential GPS output is a signal that contains two noise compo-
nents—the predominantly low-frequency INS component and
the predominantly high-frequency differential GPS component.
As the previous sections have described, INS and GPS hdvee frequency content of each noise component can be accu-
complementary characteristics. When GPS information is avaiétely modeled. The objective of the state estimation design is
able, a GPS-aided INS can provide accurate high-rate high-attenuate the GPS measurement error and provide an accu-
bandwidth vehicle state information. The GPS aiding informaate estimate of the INS state error denoted in the following by
tion is used to estimate errors in the INS state and to calibrate the Therefore, the state estimator has a predominantly low-pass
inertial sensors. This results in improved INS accuracy. Duriraparacteristic. Subtracting the error estimate from the INS state,
periods when signals from some or all of the GPS satellites be-a well-designed system, produces an accurate estimate of the
come unavailable, the INS continues to provide vehicle state imavigation state. As shown in Fig. 1, the complementary filter
formation. Therefore, the integrated approach results in reli@as implemented in feedback form (i.e., the estimated position,
bility, latency, bandwidth, and update rate improvements releelocity, Euler angles, and instrument errors were fed back
tive to the GPS only approach. to correct the INS state). In the complementary filter approach, the INS is the primary
The objective of this project was to design and implementraavigation system which calculates the navigation state at the
GPS-aided INS satisfying the accuracy and update rate spduith rate at which it is used for control, guidance, and planning
fications required for the AVCSS application. Based on sudhnctions. The DGPS aiding information is used when it is avail-
demonstrations, GPS-aided INS techniques can be seriouaye and satisfies conditions designed to verify proper sensor op-
o , _ eration. When such aiding sensor information is not available or
2within this article the term “vehicle state” will be used to refer to the . . . .
following set of vehicle information: three-dimensional position, three-dimedudged inaccurate, the INS continues its normal (unaided) oper-
sional velocity, and three-dimensional attitude. ation (i.e., transformation and integration of the IMU outputs).

Ill. M ETHODOLOGY

C. Summary: Redundant Positioning Systems
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During either aided or unaided operation, the error covariandppendix A]. All error quantities are defined as the actual value
matrices propagated within the state estimation approach pmgnus the calculated quantity (i.é3 = « — ).
dict the accuracy of the state estimates (for use in higher levelThe velocity error is driven by accelerometer and gravita-

reasoning loops).

tional model errors denoted k&, in (1). The attitude error is

The INS provides a reference trajectory around which thiven by gyro errors denoted ley, in (1). The state augmenta-
system equations are linearized. The error state estimator is tiran process [9], [13] is used to model the instrumentation and
plemented by an extended Kalman filter (EKF) using the lirgravity errors as Markov process. The estimated state of such
earized error dynamics presented in Section IlI-B and the liMarkov processes is used to calibrate the instrumentsx}).et
earized observation matrix. All driving noise spectral densitiekenote the state augmented to account for the accelerometer and

were estimated from experimental data.

gravitation errors. Let, denote the state augmented to account

The main advantages of the complementary filter approafs the gyro errors. Suitable linearized error models are derived
are that 1) the high rate INS state is available without lateny, for example, [2], [9], [13]. The state augmentation process
regardless of the availability and latency of the GPS aiding ifeads to a high-dimensional augmented error state, which for
formation; (2) the EKF inputs can be accurately modeled apservability reasons was reduced to 15 states: the nine error
stochastic processes, as appropriate for the technique [3]; asidfes of (1), three accelerometer error states, and three gyro
(3) the computationally intensive error covariance propagatienror states. In addition, two GPS clock bias states were ap-
equations can be implemented at a low update rate even thopghded to the error model, for a total of 17 error states.
the navigation state is calculated at the desired rate of the conThe reduction of the high dimensioned error model to a rea-

trol system.

sonably sized model for on-line implementation was a time con-

The following sections focus on material necessary to specyming process based on covariance studies and system simu-
our approach. To meet the page limitations, equations that &#on. Care was exercised to ensure that the error states that
available in the literature in an appropriate form are specified jere neglected in the implementation model did not have a de-
citation. Derivations using the same notation can be found in [¢jllitating effect on the ultimate system performance. Due to the
Computed and measured variables are denoted, respectivelyp®gign (i.e., low acceleration and angular rate) environment ex-

Z andz.

B. Tangent Plane Implementation

pected in the class of applications under consideration, this 17
state error model was predicted to be sufficient and ultimately
did achieve the desired performance.

The resulting navigation system error model used in the

The (local fixed) tangent plane INS differential equations agh-line implementation is
defined by [9, eq. (6.44), (6.51), and (6.52)]. The navigation

state isx = [p, v, p] wherep = (n, ¢, d) is the position vector,
v = (vn,ve,v,,) IS the tangent plane velocity, apd= [, 8, ]

are the Euler angles. The local, fixed tangent plane INS was su oy
ficient for this demonstration due to the limit geographic are

expected for testing. Minor changes to the INS would be re

quired if it was desired to transform the currently implemente
INS to a geodetic (latitude, longitude based) implementation.
The INS mechanization equations are updated at 100 Hz, using

the predictor—corrector integration routine.

For error analysis and error estimation via Kalman filtering,
it is convenient to linearize the INS equations about the ve-
hicle trajectory. The linearized error equations are derived in [9]

and summarized below. The summary uses the notatiorn=

wiecos(A\) andwp = —w;, sin(\) for the north and vertical

components of earth rotation rate in the navigation frame.
The linearized INS error dynamic equations are

Fop Fov Fpp op 0
ox(t) = | Fvp Fuwv Fyp v | + | ey +ws Q)
Fop Fpv Fyp bp €p T Wp

where the nominal error state is defineddyy = [6n, de, 6h]T,
oV = [(51}]\T,(5UE,(5UD]T, andép" = [(5(:]\f,(5(:ﬁ,(5(:])]T. The
subcomponents of thE' matrix are approximated a8, =
Fpp =Fpp = Fpy = Fp, =0, Fppy = diag([1,1,-1]), Fyp
= diag([0, 0, (~2u/R*)]), Fuy = 2([wn,0,wp]x), andFy,
= ([f~, fr, fp]*) where the notatiorfvx) is defined in [9,

p wp
ov wy + Vg
= |wptyy
wa
9 wg

0 Fp. 0 0 0 bp

Fopo Foo Fyp Ryo 0 ov

+ 0 0 Fop 0 R,o: bp

0 0 0 Fr, O X,

0 0 0 0 TFeullx,

(2)

In this documentx, andx, are referred to as accelerometer
and gyro biases, respectively. In actuality, they represent a com-
posite of accelerometer and gyro errors. Modeling these states as
random walk processeBy, x, andFx_x, are identically zero.

The power spectral densities for the driving noise processes
andw, were determined by analysis of the instrument biases
over an extended period of time. Similarly, the spectral density
of the measurement noise procesggandy, were determined

by the analysis of measurement data.

C. GPS Processing

The following sections describe the processing necessary to
use GPS measurements for INS aiding. Particular attention is
focused on the processing necessary to use carrier phase infor-
mation.
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1) GPS ObservablesThe two basic outputs of a GPS re- Combinations of these four basic GPS outputs provide other

ceiver are pseudo-range and carrier phase (from [9]) (sometimes) useful signals. The basic outputs and their combi-
nations are discussed in the following sections.
ﬁgz) _ ((X(i) )2y (Y(i) gy (Z(i) _2)2)08 2) Measurement Matrix DefinitionWith the three posmon. .
N ‘ ‘ variables and the clock error, there are four unknown quantities
+ cAt, + At + 2210 4 540 4 BO in the standard GPS positioning application. The standard GPS
@ @ h positioning problem is to determine these four unknowns based
+MPY +1 () on at least four pseudorange measurements.
(/;gv:) _ |:((X(i) o2y (Y(i) )%+ (Z(i) _ )70 To simplify the remaining discussion, let
~(i _ G ()
+ cAt, + cAtl) — %L@ +SAD 4+ E@ POE) = PV + x4
1
4 11 , wherex = (x4, z, cAt,.), p'”(x) are the terms involving in
(@) @ (0 )
+ mp 4+ 4 } A +M ) the right-hand side of (3), arp@lgz) are the remaining terms in

the right-hand side of (3). Linearization of a set of pseudo-range

where 5@ is the measured pseudorange to itte satellite, equations about the poirt gives

(X@ Y@ z®) are the ECEF position coordinates of satellite
i, (z,y, ) are the ECEF position coordinates of the receiver
antennaAt, is receiver clock biasc;téi? is satellite clock bias,
I s atmospheric delays A® is the deliberate corruption of
the satellite signals under the policy of selective availabilit
E@ s error in the broadcast ephemeris datAP® is multi-
path error on the civilian range signatp(® is phase multipath
error,n") is receiver range tracking errgi{") is receiver phase
tracking error,\; = (¢/f1) andc is the speed of light. The
()® notation refers to the quantity in parenthesis to ttie
satellite. A two frequency receiver will output range and pha;
measurements for each carrier frequency (fl= 1575.42,
L2: fo = 1227.60 MHz)

p(x) = p(x0) + H(x — x0) + x1 + h.o.t's (7)

where h.o.t.’s represents the higher order terms in the expansion.
The measurement matrix is defined using the notation of this
Yrticle in [9, Sec. 5.3].

For implementation of the GPS-aided INS using a comple-
mentary filter (see Fig. 1), the INS will provide the point of
linearizationx, at the time instant corresponding to the GPS
measurements. Synchronization between the INS and GPS is
ggssible since the GPS receiver supplies a one pulse per second
signal that can be aligned with the GPS second. The measure-
ment matrixH, augmented with addition appropriately placed
columns of zero vectors, will be used by the complementary
i) @ ) @ ) @ 05 filter to estimate the INS error state. Note that the position esti-
py = (XY —2)" + (Y —y)" + (2% = 2)7)"” mation accuracy will depend on both the numeric properties of

@ . J1 0 @) | ) H and the magnitude of; .
oAt At + 2 L7+ 54T+ E In solving (7), the effective satellite vehicle (SV) positions
+MP2(i) + 772%‘) (5) and clock offsets are required. Both items can be computed
‘ using data derived from the GPS navigation messages as de-
) = {((X@) — )24+ (YD — )2 4 (20 — 5203 scribed in [9], [19].
3) Differential GPS Operation:The common mode error

+eAt, + CN&? _ ﬁ]y) +8A® L B® sources described previously severely limit the accuracy attain-
fa able using GPS. These errors are generally not observable using

+ mpéi) + /351‘)} 1 + NQ(z‘) (6) a single receiver unless its position is already kn0\_/vn. H_owever,

Az the common mode errors are the same for all receivers in alocal

area. Therefore, if the errors could be estimated by one receiver
resulting in four basic outputs. In each of the four equations ahd broadcast to all other receivers, the GPS accuracy could be
this section, the first line of the equation represents the pseudabstantially improved [19]. Three differential GPS (DGPS)
range between the user and satellite antenna phase centetechiniques are described in [9]. Range based differential GPS
is referred to as a “pseudo” range since it is not a pure rangas selected for this implementation as this approach allows
signal. The GPS output prediction block of the complementatlyge most flexibility in a system involving multiple roving
filter (i.e., p(x) of Fig. 1) uses the first line of each of these fouvehicles. Range space techniques allow each roving receiver to
equations to predict the corresponding GPS pseudo-range nekaose the best set of satellites for its circumstance.
surements based on the INS position variables. The second lin®ifferential GPS involves a GPS receiver/antenna at a known
of each equation shows the manner in which each error souleeation(x,, ., 2, ), & receiver/antenna at an unknown possibly
affects each measurement. The four right-most error sourceslranging positioniz, i, z), and a communication medium from
the second line of each equation are referred tmasmon mode the first receiver to the second receiver. The former receiver is
error sourcesas they are common to all receivers within a locakferred to as thbase while the latter is referred to as thaver.
operating area. Common mode error sources can be affectiv®lye base station can service an unlimited number of rovers.
removed by the differential GPS methods described in SectionThe common mode noise sources are continuous and slowly
l-C.3. time varying and have significant short-term correlation [7],
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[10]. Since the base station location is accurately known, it isIn the differential mode of operation (see Section I1I-C.3), the
straightforward for the base station to estimate the range asmmmon mode errors can be reduced to produce an observable
phase differential corrections for each of the carrier signals. Thecurate to a few centimeters. Let this differentially corrected
range correction for the L1 pseudo-range is a filtered versionpiiase be described as

Apgps(t) = — <cétsv (t) + SA(t) + E(t) + %1) . (8) ApDN =hD(x — x,) — (ND — N\ (10)
1

Note thatApeps is compensated for base receiver and satellivghere the subscript in¢);” refers the generic quantity to
clock bias (i.e.6ts, = At,, — At,,). Given that the corrections the DGPS base station. The differentially corrected phase of
Apcps are available (by broadcast) at the rover for the satellité0) provides a very accurate measure of range assuming that

of interest, the DGPS position of each rover are calculated at the integer ambiguity has been determined. All phase measure-
rover as ments are corrupted by multipath and receiver noise. The cor-

responding error terms are dropped from the equations of this
% = (H'H)"'H"(p + Apaps). (9) section for brevity, see [9].
Determination of the integer ambiguity for each satellite is the
In a DGPS/INS implementation, the differentially correctethost critical issue that must be addressed prior to using the car-
pseudo-range (i.ep+ Apcps) is used in place of the measuredier phase measurement as an INS aiding signal. One approach
range in the EKF residual calculation equation. is to augment one additional integer ambiguity “state” per satel-
Since the pseudo-range noncommon mode noise has a slié@to the error model and to let the EKF estimate its value [16].
dard deviation between 0.1 and 4.0 m, depending on receiddiis approach has three disadvantages: 1) The integer nature
design and multipath mitigation techniques, DGPS position agf the integer ambiguity is lost, since the EKF estimates the
curacy is much better than standard GPS accuracy. Cancelldditional state as a real variable; 2) The fact that the integer
tion of the common mode noise sources in (9) assumes that &mebiguity is a constant is also lost, unless the range multipath
rover is sufficiently near (within 10-50 mi.) the base station arid also modeled as an augmented state. If the range multipath
that the corrections are available at the rover in a timely fashida.not modeled, then the single augmented state (per satellite)
For the implementation of this project, the base broadcast satalist represent both range multipath and integer ambiguity (see
lite identifiers, ephemeris set identifiers, reference time, and [9, Sec. 7.4]). This error state is neither integer nor constant. (3)
and L2 phase and range corrections that were calculated by The additional error states increases the computational burden
method described in [7]. Latency compensation is discusseddinthe EKF. Instead, the implementation described herein used
[10]. Wide area DGPS techniques, served by a network of an integer ambiguity search-based approach. The search tech-
the order of ten base stations, suitable for continent-wide DGRi§ue is described in Section IlI-D. Section 11I-C5 defines an
service are discussed in [18]. auxiliary phase variable referred to as the widelane phase [15]
4) Carrier Phase ObservablesA receiver in phase lock on which, due to its larger wavelength, will be used to facilitate the
the carrier signal is able to track the relative phase shift in tirgeger search.
carrier between any two time instants. Although the receiver5) Wide and Narrow Lane VariablesThe phase measure-
cannot directly measure the number of carrier cycles betwements of (10) at the L1 and L2 frequencies for a single satellite
it and a given satellite, the receiver can accurately measure tla@ be written as
change in this number of cycles. These facts result in an integer
uncertainty in the number of cycles of the carrier between the

h, b

satellite and user antenna at an initial measurement time. This (1 +N) = c ?I“ (11)
integer is represented &§ in (4) and NV in (6). The integers LN — Ja flI 12
N; and N, are referred to amteger phase ambiguitie€ach (62 +N2) = Tt (12)

integer ambiguity is a (usually large) unknown integer constant

(barring loss of phase lock). To make use of the carrier phagfere ), = (¢/f,) and; = (¢/f,). The common mode er-
observable as a range estimate, the integer ambiguity must§@& have been eliminated through differential operation. The
determined. If the integer ambiguity can be determined, th@0s have been dropped for convenience of notation. For small
position determination based on phase measurements procegisrential distances, the residual ionospheric eftpshould

as described in the previous sections. be small. Define
The interest in the carrier signal stems from the fact that
the noncommon mode errorsp™ and 3¢ are much smaller c c

than the respective errors on the code range observables. The = A2 86.2cm  andh, = e 10.7cm.

common-mode errors are essentially the same as those on the

code range observable, except that the ionospheric error entleris . : :
(3) and (4) with opposite signs. Therefore, to take advantage.q en, the difference of (11) and (12) results in the variable re-

f(ejrred to as the wide lane phase measurement
the small noncommon mode phase errors, the common mode
phase errors must be removed. This is accomplished through

differential operation. (¢1 = 2)Aw =7 + Lo — (N1 — Na) Ay (13)
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The pseudo-range measurements can be processed similariyt the inception of the algorithmp ,q~55, H, H., and) are
yielding known. Thes terms are measurement noise, which will be ne-
glected in the subsequent algorithm presentation. The objective

<ﬁ + @) A\, = 7>+Ia+)‘—" (Mlerm)Jr)‘_n (M Py+1). i;to detgrmine the unknown vectdss, andIN,. The ip_terme—
AL A2 AL Az diate variablex = [6p, c6t,] represents the INS position error

Note that the right-hand sides of the above equations are dire&&d rover receiver clock bias error. Th_|s variable will be esti-
5 . . : mated in the course of the algorithm. Since the complementary
comparable. Since the residual ionospheric delay and the carl

r X )
noise are expected to be small and the coefficient of the Cogﬁéer is implemented in feedback forng, should b(_e small with .
a mean value of zero. The error covariance of this vector, which

ggljsaetifnzlg dn:;?igtgé I::S than one, the difference of the tv‘llg propagated by the EKF, is available t_o the_search a_lgorithm.
' Note that the solution to (15), as written, is not unique. Let
oL P2 - - the optimal values be denotel*, N*, §p* andcédt:. The vec-
<)\—1 + )\—2> An = (¢1 — ¢2) A tors obtained by incrementing each elemeriNgfandN’; by i
A A and incrementingét;. by ¢A cannot be discriminated from the
= (N1 — N2)Aw + )\—" (MPy+m1)+ )\—" (MPs +12) optimal values. To make the solution unique, the first integer is
1 2 (14) artificially set to zero. The clock bias that results from the algo-
rithm is thereforeeA¢? — Nf X. The remaining integers are also

should provide a basis for estimating the wide lane intétygr-  Diased byVr' (i.e., N, — N andNy :.Nl are actually found by
N>). The standard deviation of the noise on each measuremblft @9orithm), where the intege¥y” is not known. This issue
of (N — N2) produced by (14) is approximately 0.7 times thill be addressed later. _

code multipath measured in meters. Therefore, the correct in1) Initialization of the Set of Candidate Integer Vectorghe
teger ambiguity can be reasonably expected to be within thigarch algorithm is implemented as a nested triple “for” loop.
integers of the estimate from (14). Averaging of the above es'ﬁ-r_'o_r tp entering the Ioop, t_he following variables are defined to
mate of( N; — N3 ) does not significantly decrease the estimatiofffinimize calculations within the loop:

error unless the sampling time is long (i.e., minutes) since mul-

tipath is slowly time varying. Instead, an integer search will be Xy =H, 1¢P)‘ (16)
required around the estimated value. Once this search is com- B, =H,'\ (7)
plete and NV; — V,) is determined, (13) is available for accurate K = (HTH)—lHS. (18)
carrier phase positioning and for aiding in direct estimation of

the N1 and V, variables. The algorithm proceeds as follows:

1) Hypothesize a set of integeN, = [0, Na, N3, N4|”
for the primary measurements. Each of the three “for”
The implemented integer search procedure is an extension |oops counts over a range of one of these three integers.
of that described for GPS only positioning in [15], [23]. The If NV integer values on each side of a nominal integer are
method is extended to operate robustly using additional infor-  hypothesized, then the entire algorithm will be iterated
mation that is available within an aided INS loop. An expanded (2N + 1)? times.
description of the method in the context of recursive least 2) For the hypothesized (primary) integer vector, calculate
squares estimation and hypothesis testing is presented in [9]. the corresponding position
The method will be presented for a generic phase measurement

D. Integer Ambiguity Resolution

and wavelength. In the implementation, the algorithm will be Xp = Hgl(q@p + Np)A
used to independently determine the widelane, L1, and L2 = x4+ B,Np. (19)
integers.

Consider a set ofh > 4 differentially corrected residual  3) Predict a value for the secondary measurement
(i.e., actual minus INS based prediction) phase measurements

- 1
of wavelengthi é, = 3 H.x,. (20)
P+ N A= H | XT ,BP (15) 4) Calculate the residual between the predicted and mea-
s ° ° s sured secondary phase
where the measurements are partitioned into a primary and R ~ N 5
a secondary measurement set. The ambiguity resolution al- réssy = (¢, — ). (21)

gorithm proceeds by hypothesizing a set of integers for the
primary set of measurements and using the secondary set of
measurements as a test of each hypothesis. The primary set of
measurements must have at least four satellites and these four N, = —round(rés,,). (22)
should be selected to have a reasonable GDOP ' w

This quantity is biased by the secondary integer, which is
estimated as

3Geometric dilution of precision. Good GDOP implies that the measurement This choice ofN, does_ _not guarantee a mln!mal _reS|dugl
matrix H is well conditioned [9], [19]. for the corrected position due to the possible ill-condi-
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tioning of H [23], but is still used as the alternative isTherefore, the residual measurement corresponditg i®
another search oveéY,.

5) Correct the secondary phase residual for the secondary o
integer estimate and convert to meters r; =(I-HMH"H)"'H") (¢ + N;) (27)

résg, = (rés;, + N (23)
cycles. The statistics af, can be monitored to remove hypoth-
6) Calculate the correction to, due to the secondary mea-esized integer candidates, until the number of candidatés
surements. In a recursive least squares format, under reero or one. Ifm = 0, then the set is empty and the process

sonable assumptions [9], reinitializes with the triple “for” loop procedure. th = 1, then
X the procedure has successfully generated a single integer ambi-
Ax = Krés;,,. (24)  guity vector.

Note that the algorithm is equally valid for the L1, L2, and
de-lane frequencies. In the implementation of this project, the
algorithm is used first to determine the wide-lane integers. Then,

7) Calculate the output residual of the position corrected t\)lyl
the secondary measurement

0 the increased position accuracy achieved using the wide-lane
0 phase range facilitates the L1 or L2 integer initialization and
Ay = 0 | -HAx]|. (25) search.
0 In the implementation of this project, the above algorithm is
rés;, processed until only a single vector integer candidate remains

(i.e., » = 1). The algorithm is then processed again using the
identified integer vector as the initial condition until a single
X X e A4 ' vector integer candidate remains. The integer vector is only ac-
for the covariance matrix ofsy which is straightfor- conteq as correct if the output vector identically confirms (i.e.,
ward to calcula‘ge giveR ;. However, due t(_) the req”'r_ed_matches) the initial condition.
number of on-line calculations the covariance matrix iS once the correct integers are identified, a similar algorithm
dropped in favor of the following simpler calculation: s ryn while monitoringg to determine if cycle slips have oc-
AyT Ay curred. Cycle slip detection is also implemented by comparing
= . (26) and monitoring the code, widelane phase, L1, and L2 ranges.
3) Estimation ofVy': The integer search algorithms previ-
9) At this point, three criteria are available to judge the re@usly discussed generate the integer vedor [0, N3 — NT,

8) Calculate they-squared variablg associated with\y.
The properly defineg-squared variable would account

n—4

sonableness of the candidate integer vedgr N3j — Nf,--- N} — Nj]and the clock bias estimatét} —
a) ¢ should be less that a threshajl ANY. The position correctiox;, + Ax is accurate and could
b) |IN.|lo0 < IV; be used to correct the INS. In fa¢t + IN)A could be used as a
c) xp + Ax should be small relative to the aided INgange estimate in the EKF. All variables estimated would be ac-
estimate of the position error covariance. curate with the exception of the clock bias. Since the clock bias

If the calculations corresponding to the integer candidsife error is not important to the navigation problem, e.stimat.ion pf
satisfy these three conditions, then the vector of hypothesiz@g IS not necessary. I_—Iowe\_/er,*we are interested in estimating
integersN = [N, N,] is saved for future analysis. If any oneV1 fo_r two reasons. First, witlV; estimated correctly, the L_1,

of the three conditions is violated, then the hypothesized inteder Widelane, and pseudo-range measurements are all directly

vector is discarded. comparable. This is useful for residual monitoring and detecting
At the completion of the triple “for” loop, a set of. hy- loss of phase lock. Second, the next section describes various
pothesized integer vector{sNi i = 1,---,m} has been con- modes of INS aiding, the procedure for switching modes was

structed. Each vector element of this set has met the test cori@filitated whenV, and the clock bias were correct.
tions of Step 9) at the given measurement epoch. Depending o €ach of modes 2—4 defined in the Section V-B, a DGPS-
the number of satellites available, the noise level, and the safdf€d INS system is running while the previously defined in-
lite geometry, it may take several epochs to reduce the setlgger search process takes plgce. Therefore, when the integer
hypothesized integers to a single “correct” vector (i = 1). sgarch ;ucceeds, the DGPS—ayded INS system produces a clock
The triple “for” loop describe above is only required for the firsPias estimateé, = cét, and the integer search produces a clock
epoch, to generate the set of hypothesized integer vectors. RIS estimate; = cét, — ANY. The actual estimates of and
subsequent epochs, each element of the set of hypothesizedzvould be corrupted by random errors. The standard devia-
teger vectors is evaluated by the simpler method of the followii§gn ©f #1 which results from the complementary filter is less
section. thano s p/+/n Whereo, p is the standard deviation of the INS

2) Reducing the Set of Hypothesized Integer Vectaser aiding signal for the current mode of operation. The standard

the first epoch [12], the least squares position correspondinggviation oft, is a small fraction of\. Therefore Ny can be
N, is accurately estimated asund(t> — t1/A). Once Ny is deter-

o mined, it is added to each componenffafter scaling by the
% = \HTH)'HY (¢ 4+ N,). wavelength taz6t,.
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IV. ERROR COVARIANCE PROPAGATION whereQ(¢) is the continuous time process noise covariance ma-

The discrete time implementation of the EKF requires a didx This integral can be approximated as

crete-time state propagation matrix and discrete-time equivalent N
process noise covariance equation. Derivation of appropriate ex-  Qu(k) = 3 $(ti1.:)Qt:)B(tir1, )T dT;
pressions for these two quantities are the subject of this section. =
The discrete-time state transition is described by
Wheretl = /{}T, tN+1 = (/i' + 1)T, dfTZ = ti+1 — 1 and

x(k+1) = ¢((k+ )T, kT)x(k) + wa(k) SN, dT; = T. For the present implementatioff; = 0.2s
Pk + 1) = ¢((k + DT, kTYP(k)p((k + 1)T, kT)T and
+ Qa(k). Q(t) = [diagQy, Qu, Qg, Qga, Qaa)l (31)

This section specifies the calculation ¢f(k + 1)T’, k¥T') and Where
Qa(k). For best performance, these variables should be calcu- ) s 2 .
lated on-line, as they depend on the specific force vector and?p = diag(o;,, 05,05, 1.1 x 1077)

vehicle to navigation frame transformation. o, =0m/sh/Hz, Q, =diago?2,02, 07 4.3¢c — 3)
oy =1x 1072 m/s’ /v/Hz, Q, = diagxag,ag,ag)

— —4 L/ —di 2 2 2

The linearized error dynamics for the tangent plane INS are “¢ = 2-2 % 10 rad/sk’Hz,  Qga = diag(oyy; 744, 75a)
described in (1) and (2). The terrs,;,, F,,,, andF,, are all 044 = 2.5 ¥ 10~? (rad/s/s)i/Hz
small < 10=%) and yvill be neglected in the .calculati.o.n o Quq = diago?,, 02, 02,)
In fact, the termk’,,, is also small for subso_nlc velocities. By 0aq = 1.8 x 10~ (mis/sIs/Hz.
setting the specified terms to zero, expanding the power series
of ¥t = T+ Ft + (1/2)(Ft)%---, and lettingF,, approach
zero, it is straightforward, but tedious, to show that

A. Calculation of State Transition Matrix

V. OVERALL SYSTEM DESIGN

(ta, t1) =~ Given the background of the previous sections, the overall
I F,D %Fperrvaf %vavaFpng’ % Fp.F,. T2 design is straightforward to describe.
0 I F,,T» ¥, F, T3 F,.T» -
0 0 I F,, T 0 A. Hardware Description
0 0 0 I 0 The inertial instruments consist of one three axis 2 g ac-
0 0 0 0 I celerometer (manufactured by NeuwGhent Technology, Inc.),

(28) and three single-axis fiber optic gyros (Hitachi HGA-D).

The 2 g accelerometer range is large for the lateral and longi-
whereT, = t, —t, is small. By the properties of state transitiofudinal accelerations under typical conditions, but required for
matrices the vertical acceleration due to the nominal 1g gravitational ac-

celeration. The accelerometer is an inexpensive solid-state de-
(tn,t1) = Pltn, trn1)P(tn_1,t1) (29) vice which would be similar to the type of instrument expected
) ) ) ) in automotive applications.
whereg(t,, t,—.) is defined as in (28) with".,,, F g, andF, The gyros have a 10-Hz bandwidth and®B0input range.
defined using the data fd¥,,, ¢,_1) and ¢(t,—,t1) defined poth characteristics are reasonable for the expected application
from previous iterations of (29). The iteration of (29) is initialongitions. A larger bandwidth and input range may be required
ized with ¢(t,,#,) = I and continues for the interval of timefor emergency maneuvering. The input range must be carefully
propagation to yield(7’, 0). At t = T', the state error covari- considered, as resolution and scale factor errors may increase
ance is propagated by with the input range. The major drawback of the available set
of gyros was the designer limited maximum sample rate of 50

P(T) = (T, 0)P(0)$(T,0)" + Qa. (30)  Hz via a serial port connection. Although this is five times the

sensor bandwidth, it still limits the (proper) INS update rate to

For the present implementatiafi,, = I, F,; = Ru2t, Fua = 50 Hz. To achieve the desired implementation rate of 100 Hz
Roae, andF.,, = ([fn, fe, fa]¥). with minimal delay, each sensed gyro output was assumed con-

stant for two 10.0 ms. sample periods. Even with such sensor

deficiencies, the navigation system achieved the desired accura-

cies and the desired update rate was demonstrated. Overcoming
The discrete-time process noise covariance foftfie (k + the sensor deficiencies will only improve the demonstrated ac-

1)T) interval is defined by curacy. Also, no special coding (e.g., eliminating multiplication

of zero matrices) was required to achieve the desired update

(k+1)T rates. Additional efforts in algorithm design could substantially

— T
Qa(k) = /kT ¢k + DT, 5)Q(s)$((k+ 1T, 5)" ds jperease the INS update and GPS correction rates.

B. Calculation of Discrete-Time Process Noise Covariance
Matrix
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For the experimental results shown later in the report, a com-4) Differential L1 PhaseThis is the desired system oper-
pass and tilt meter manufactured by precision navigation were  ating mode. To be in this mode, the system will have esti-
used to initialize the heading, roll, and pitch. The compass was mated and verified the L1 integer ambiguities for at least
not compensated for local magnetic fields. Even without these  four satellites. While in this mode, the EKF estimates the
sensors, attitude error was rapidly (e.g., one trip around the navigation error state using the differentially corrected L1
parking lot) estimated by the EKF. In a commercial application, phase measurements. The measurement noise covariance
logic to store and use the last best navigation estimates (at igni- for each L1 phase measurement is seRte: 0.012 m?.
tion turning off) as the initial conditions for the next run could The INS runs in the background in all four modes. Analysis of
be considered. Given these two facts, this sensor is not expectesitypical time to achieve each mode of operation is presented
to be necessary in commercial applications. in Section VI-A.

The data acquisition system consists of a 100 MHz IBM 486 In modes 3 and 4, the system monitors for loss of lock for
compatible with a National Instruments data acquisition boargach of the “locked” satellites. If lock is lost for a satellite, then
The GPS hardware consisted of two Ashtech Z-12 receivetise EKF will utilize the differentially corrected pseudo-range for
The differential base station to rover serial port connection wesat satellite instead of the corresponding phase measurement.

a 19200 baud radio modem. The measurement information is correctly weighted by the EKF
by specification of th& matrix. As long as the system has lock
B. Software Description to at least four satellites, the system is usually able to correctly

The INS operated in the fixed tangent plane system at 16§t€rmine the integer ambiguities for “unlocked” satellites by
Hz+ The origin was fixed at the location of the base statiofir€Ct estimation @ = (h®/X)x — ¢(?) instead of search.
antenna phase center. The INS was implemented as an inter{ypi!€ in Mode 4, the system will search for L2 integer ambigui-
driven background process to ensure the designed update raigS- Once estimated, the L2 phase range is used as a consistency

GPS aiding was implemented by a standard EKF [9], [1§ eck on the L1 and widelane phase range_s._The cc_)n_3|ste_ncy
in feedback configuration. The measurement update was impfg€ck is that the three ranges are equal (within the limits dic-
mented at a 1.0 Hz rate with scalar measurement process 'd by the various noise factors) and that the integers satisfy

The covariancéR. for the each measurement update is depeh= — Ny - Na. ) o ]
dent on the system mode of operation as defined in the fol-In the differential pseudo-range mode it is possible to also

lowing. Four primary modes of GPS aiding were implemente§fS€ the differentially corrected Doppler. This would allow

1) INS only:This is the default mode of operation. Since iNgn-the-fly (i.e., the vehicle could be moving) integer ambiguity

is implemented as a background process, it continues.r Osolutlon. Due to baud rate limitations, the modem for this

run at 100 Hz regardless of mode or the availability 0|{;nplementat|on could not accommodate Doppler corrections

aiding information. When GPS measurements are ava"ﬁl—ong with the L1 and L2 code and phase pseudorange cor-
able. the software .automatically switches to Mode 2 rections. Therefore, while in mode 2, we assumed the vehicle

2) Differential Pseudo-rangeThis is the default start-up was stopped, and synthesized a zero velocity “‘measurement

mode. The primary objectives of this mode are to ach-"h a correspondmg va_lue for the sensor uncertainty. This
mitation (stationary vehicle) could be eliminated through a

rately estimate the navigation state errors and to switchﬁo . . .
ter modem, improved message formatting, or polynomial

the widelane phase mode. In this mode the system beg{%Se correction prediction to decrease the required throughput.

a search and verification process for the widelane integg . ) . . ;
ambiguities using the algorithm of Section IlI-D with The G_F.)S receiver supplies a pulse allgneq with the time of
\ = X In parallel with the integer ambiguity search, thé;lpphcablllty of the GPS measurements. Receipt of this pulse by

EKF estimates the navigation state on the basis of the dipe INS computer causes the INS state to be saved and used for

ferentially corrected pseudo-range measurements. In thfynputation of the predicied GPS abservables. The GPS mea-

mode, the measurement noise covariance for each m%g[ements are received over the serial connection 0.4-0.6 s after

surement is set t& = 4 m2. When the integer searchN pulse (time of applicability). The delay is dependent on the
process successfully completes, the software autom p_mber of satellites. Base corrections also transmitted serially
cally switches to Mode 3 ' o not arrive until approximately 0.7 seconds after the time of
3) Differential Widelane Phasdn this mode, the software applicability of the GPS measurement. This left 0.3 s to com-

attempts to estimate and verify the L1 integer ambiguitié)éete t?fhEKF (_:orrt]_putatmp of thg nta vgat!on.errct)rr] state and.to
using the algorithm of Section IlI-D with = A;. In par- correct the navigation system prior to beginning the processing

Jfgr the next measurement epoch.

allel with this integer search, the EKF estimates the na An additional t which Id be added is |
gation state errors using the differentially corrected wide- N additional Improvement which could be added Is lever
compensation. The antenna phase center and accelerom-

lane phase measurements. In this mode, the measurenfehit . o . .
noise covariance for each measurement is sBt60.12 eter position do not coincide. For the platform for this project,

m2. When this search process is complete, the softw e separation is approximately 0.6 m in the vertical direction.
automatically switches to Mode 4. If Wideloék to at least | ergfore, the INS qnd GPS estirr_1ates of position and velocity
four satellites is lost, the system automatically reverts %'” differ as the vehlcle roll and pitch angles change. F_o_r ex-
Mode 2. ample, a 19 roll or pitch error would result in 10 cm of position
error. Lever arm compensation can be achieved through a more
4Higher rates could be achieved even with the current hardware and softwara/olved algorithm for predicting the GPS outputs as a function
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Fig. 2. Table top navigation test. Off-track error versus time. The dashed lines represent the standard deviation of the off-track error caictietétiman
filter error covariance matrices.

of the INS state, and an alternative measurement matrix (see [9, TABLE |
STATISTICS OF THE TIME TO ACHIEVE
Chs. 5 and 7]) EACH MODE OF PHASE LOCK. TIME IS IN SECONDS FROMINITIAL SYSTEM
TURN ON

VI. EXPERIMENTAL: PERFORMANCEANALYSIS

Widelock,s L1 Lock,s L2 Lock,s
Section VI-A analyzes the time from initialization to each Mean, 7 SV's 356 62.0 67.2
mode of system operation. The following two sections describe  STD, 7 SV’s 31.5 39.1 40.3
two methods designed to test the positioning accuracy of the Mean, 8 SV’s 40.5 60.1 65.9
DGPS/INS. The primary variable of interest in the analysis, due _STD, 8 8V’s 33.9 38.5 38.6

to the focus on lateral control, was the lateral position accuracy.

Analysis of positioning accuracy was difficult due to the lack of By these statistics, widelane accuracy would on average be
independent methods to measure ground truth at the centimeglefijaple after 36 s. L1 accuracy would be available after 62
level. The methodology consi.sts of constraining.the navigatign Note that the algorithm allows the vehicle to be in motion
system to follow a nominal trajectory. The analysis then focusggring the search process if differential Doppler corrections are
on determining the statistics of the estimated position normaljgailable. Therefore, as long as the average trip to the automated

the reference trajectory. roadway requires in excess of 180 s (i.e., mean time plus three
) _ standard deviations), phase lock would be achieved. There is
A. Time to Phase Lock Analysis still the potential for performance improvement in the area of

This section describes results of an experiment designednteger search algorithms. The algorithm also works well for six
analyze the time required for the software to achieve each mgdellites, but does not work well for five satellites.
of phase lock described in Section V-B. For each iteration of the
experiment, the navigation system software was allowed to rBn
normally until widelock, L1 lock, and L2 lock were all achieved The experiments of this section involved two steps, both com-
and verified. At this point, the time that each lock status waseted while operating in Mode 4. First, the platform was at-
achieved, the number of satellites, and the estimated positiached to a car and driven around the parking lot for calibra-
were written to a file. Then a software reset reinitialized thion purposes. Second, the platform was transfered to a table and
navigation system for the next iteration. The test was performednslated repeatedly along two of the table sides. This second
with a known baseline separation. The estimated position astep provided a set of trajectories with lateral trajectory accuracy
known baseline were compared to verified correct integer lockpeatable to one centimeter. Data for two independent repeti-
during the data analysis phase. The known baseline was not usels of the experiment are discussed below and in [8].
to aid the integer search. After placing the navigation platform on the table top, it was

Inthe 170 iterations used to generate the following data, thexgcled between three of the table corners. Motion between the
were no instances of incorrect phase lock. There was one eigbtners maintained a nominally constant heading and nominally
satellite iteration which did not achieve lock until approximateliept one platform edge along a table edge. After moving be-
900 s. This iteration was excluded from the statistical analysisveen two points, the platform remained stationary at the des-

Table | presents the statistics of the total time to achieve eaatmation point for approximately 10 s. During the table top por-
mode of phase lock. Total time is measured from the instanttein of the experiment, INS data was recorded at 10 Hz. Fol-
which the software reset occurs. This time includes a 10-s pewing the experiment, all the stationary data (detected using a
riod during which the system is in Mode 2 while using (14) tehreshold of||v|| < 0.1 m/s) was separated according to which
initialize the widelane integers prior to initializing the widelan®f the three corner points was closest. The mean and standard
integer search. The indicated lock time is the time at which tlieviation of the position data for each corner was tabulated.
integer ambiguities for that phase have been estimated and Vidre calculated corner locations for two runs of the experiment
ified as previously described. matched with a maximum error @3 cm. The standard devi-

Table Top Testing
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Fig.3. Amusement park ride L1 Test. Radius error versus time. The dashed lines represent the standard deviation of the off-track error cal tiéekedrfran
filter error covariance matrices.

ation of the calculated corner locations wa8 cm. Note the vibration which will cause the actual trajectory to deviate

calculated standard deviations correspond well with the repedt@m the nominal circle. In the results that follow, no spe-

bility between the two data sets. Note also that some of the adal precautions were taken either at the base or rover to
viation in the calculated corner positions results from the eaccommodate multipath effects. Multipath effects should be
perimenter having to maneuver the platform slowly near eashgnificant due to the large number of metal surfaces within
corner to achieve the correct position and alignment. the amusement park.

Fig. 2 presents the off-track erpoversus time for one exper-  The navigation system position accuracy is analyzed by com-
iment. The dashed line on this figure is the navigation systgmaring the navigation system position estimates to a curve fit
estimate of the off-track error standard deviation, immediatetgpresenting the nominal trajectory. Photographs, figures, re-
prior to the EKF correction. The off-track error standard devsults of additional experiments, and a detailed description of the
ation was 3.64 cm. This off-track error includes the effects efkperimental analysis can be found in [8].
erroneous motion by the experimenters and multipath. No speThree data sets were acquired. Two of the data sets used L1

cial multipath precautions were used. carrier phase aiding. One of the data sets used widelane carrier
phase aiding. Data corresponding to one of the L1 data sets is
C. Amusement Park Ride Testing included herein.

ﬁA major source of error in this experiment is mechanical mo-
n, vibration, and flex of the ride which causes the actual path
do deviate from its assumed elliptic shape. In addition to the
Eéee degrees of rotational freedom, the lever arm, rotational
es, and car are not perfectly rigid or fixed as the unbalanced

A second set of tests was designed to test the navigatio
system under significant loading (i.e., accelerations and t
rates). For this experiment, the instrument platform was
tached to one of the cars on an amusement park ride. 1

ride has three intended types of rotational motion. For t .
k of the ride rotates. Also, the torques necessary to accel-

experiments described below, two degrees of freedom w . )
fixed so that, nominally, the navigation system follows a Cil;grate and deaccelerate the ride as the operator cycles it off and
' Y n may cause distortion of the ideal trajectory. Therefore, a sig-

cular path inclined to the surface of the earth at about 1N r ! ; . "
The ride operator is only able to cycle the ride on or Ofplflcant (but unquantifiable) portion of the “off trajectory error

When on, the ride accelerates to a rate that would Saturgiecaused by the actual trajectory deviating from the assumed

the gyros. When the key is off, the ride automatically applie |Fp_se, ?r)lo(';_bylnawgtz;l]tlon ;ytste_m terror. i ;
breaking to slow to a stop. Therefore, for these experimentﬁ, '?_' Lllsp ays the OThran(.aC ory :errorhversush ime for
the operator had to alternately cycle the ride off and on fge first experiment. The figure also shows the naviga-

keep the ride spinning, but at a reasonable rate. This cyclifiﬁ system estimate of the off-track error standard devia-

of the ride is expected to cause mechanical movement a ata 1 Hz rate, calculated lmmed|atelly prior to the EKF_
measurement update. The standard deviation of the experi-

5See [8] for a detailed description of the method used to calculate off-tra@(?maI off-track error folr t.his L1 experiment \_Nas .98 cm.
error and for plots of other INS variables during this and other experiments. This total standard deviation would be explained by 5 cm
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of ride standard deviation (e.g., mechanical flex) root suifransportation, and Partners for Advance Transit and High-

squared with the 2.5 cm of navigation system error stamays (PATH). The project was a collaboration between the

dard deviation observed in the table top experiments. Figg@thors and R. Galijan and J. Sinko from SRI International.

centimeters of mechanical motion deviation from the leashe authors gratefully acknowledge the cooperation of Castle
squares trajectory is reasonable. The standard deviationAofiusement Park and their employees. The contents of this
off-track error for the widelane experiment was 5.50 cnpaper reflect the views of the authors who are responsible
The widelane GPS position error standard deviation is efor the facts and accuracy of the data presented herein. The
pected to bex~ 5.6 times that of the L1 phase GPS errocontents do not necessarily reflect the official views or policies

standard deviation by (13). The fact that the errors in thed the State of California. This report does not constitute a

two experiments are nearly identical in magnitude indicatetandard, specification, or regulation.

that there is a more dominant error source such as the me-

chanical motion of the ride not exactly following an elliptic

path. Therefore, we conclude that the navigation system por-

tion of the error is smaller than the 5 cm of off-track error

depicted in the previous figure. REFERENCES
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