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Abstract
In this work, we propose the marginal structured
SVM (MSSVM) for structured prediction with
hidden variables. MSSVM properly accounts for
the uncertainty of hidden variables, and can sig-
nificantly outperform the previously proposed la-
tent structured SVM (LSSVM; Yu & Joachims
(2009)) and other state-of-art methods, especially
when that uncertainty is large. Our method also
results in a smoother objective function, making
gradient-based optimization of MSSVMs con-
verge significantly faster than for LSSVMs. We
also show that our method consistently outper-
forms hidden conditional random fields (HCRFs;
Quattoni et al. (2007)) on both simulated and
real-world datasets. Furthermore, we propose
a unified framework that includes both our and
several other existing methods as special cases,
and provides insights into the comparison of dif-
ferent models in practice.

1. Introduction
Conditional random fields (CRFs) (Lafferty et al., 2001)
and structured SVMs (SSVMs) (Taskar et al., 2003;
Tsochantaridis et al., 2005) are standard tools for structured
prediction in many important domains, such as computer
vision (Nowozin & Lampert, 2011), natural language pro-
cessing (Getoor & Taskar, 2007) and computational biol-
ogy (e.g., Li et al., 2007; Sato & Sakakibara, 2005). How-
ever, many practical cases are not well handled by these
tools, due to the presence of latent variables or partially
labeled datasets. For example, one approach to image seg-
mentation classifies each pixel into a predefined semantic
category. While it is expensive to collect labels for ev-
ery single pixel (perhaps even impossible for ambiguous
regions), partially labeled data are relatively easy to ob-
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tain (e.g., Verbeek & Triggs, 2007). Examples also arise in
natural language processing, such as semantic role label-
ing, where the semantic predictions are inherently coupled
with latent syntactic relations (Naradowsky et al., 2012).
However, accurate syntactic annotations are unavailable in
many language resources.

In past few years, several solutions have been proposed
to address hidden variable problems in structured predic-
tion. Perhaps the most notable of these are hidden con-
ditional random fields (HCRFs) (Quattoni et al., 2007)
and latent structured SVMs (LSSVMs) (Yu & Joachims,
2009), which are derived from conditional random fields
and structured SVMs, respectively. However, both ap-
proaches have several shortcomings. CRF-based models
often perform worse than SSVM-based methods in prac-
tical datasets, especially when the number of training in-
stances is small or the model assumptions are heavily vio-
lated (e.g., Taskar et al., 2003). On the other hand, LSSVM
relies on a joint maximum a posteriori (MAP) procedure
that assigns the hidden variables to deterministic values,
and does not take into account their uncertainty. Unfor-
tunately, this can produce poor predictions of the output
variables even for exact models (Liu & Ihler, 2013). A bet-
ter approach is to average over possible states, correspond-
ing to a marginal MAP inference task (Koller & Friedman,
2009; Liu & Ihler, 2013) that marginalizes the hidden vari-
ables before optimizing over the output variables.

Contributions. We propose a novel structured SVM al-
gorithm that takes into account the uncertainty of the hid-
den variables, by incorporating marginal MAP inference
that “averages” over the possible hidden states. We show
that our method performs significantly better than LSSVM
and other state of art methods, especially when the uncer-
tainty of the hidden variables is high. Our method also in-
herits the general advantages of structured SVMs and con-
sistently outperforms HCRFs, especially when the training
sample size is small. We also study the effect of differ-
ent training algorithms under various models. In particu-
lar we show that gradient-based algorithms for our frame-
work are much more efficient than for LSSVM, because
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our objective function is smoother than that of LSSVM
as it marginalizes, instead of maximizes, over the hidden
variables. Finally, we propose a unified framework that in-
cludes both our and existing methods as special cases, and
provide general insights on the choice of models and opti-
mization algorithms for practitioners.

We organize the rest of the paper as follows. In Section 2,
we introduce related work. We present background and
notation in Section 3, and derive our marginal structured
SVM in Section 4. The unified framework is proposed in
Section 5. Learning and inference algorithms for the model
are presented in Section 6. We report experimental results
in Section 7 and conclude the paper in Section 8.

2. Related Work
HCRFs naturally extend CRFs to include hidden variables,
and have found numerous applications in areas such as ob-
ject recognition (Quattoni et al., 2004) and gesture recog-
nition (Wang et al., 2006). HCRFs have the same pros
and cons as general CRFs; in particular, they perform
well when the model assumptions hold and when there
are enough training instances, but may otherwise perform
badly. Alternatively, the LSSVM (Yu & Joachims, 2009)
is an extension of structured SVM that handles hidden
variables, with wide application in areas like object detec-
tion (Zhu et al., 2010), human action recognition (Wang
& Mori, 2009), document-level sentiment classification
(Yessenalina et al., 2010) and link prediction (Xu et al.,
2013). However, LSSVM relies on a joint MAP procedure,
and may not perform well when a non-trivial uncertainty
exists in the hidden variables. Recently, Schwing et al.
(2012) proposed an ε-extension framework for discrimina-
tive graphical models with hidden variables that includes
both HCRFs and LSSVM as special cases.

A few recent works also incorporate uncertainty over hid-
den variables explicitly into their optimization frameworks.
For example, Miller et al. (2012) proposed a max margin
min-entropy (M3E) model that minimizes an uncertainty
measure on hidden variables while performing max-margin
learning. They assume that minimizing hidden uncertainty
will improve the output accuracy. This is valid in some ap-
plications, such as object detection, where reducing the un-
certainty of object location can improve the category pre-
diction. However, in cases like image segmentation, the
missing labels may come from ambiguous regions, and
maintaining that ambiguity can be important. In another
work, Kumar et al. (2012) proposes a learning procedure
that encourages agreement between two separate models –
one for predicting outputs and another for representing the
uncertainty over the hidden variables. They model the un-
certainty of hidden variable during training, and rely on a
joint MAP procedure during prediction.

Our proposed method builds on recent work for marginal
MAP inference (Koller & Friedman, 2009; Liu & Ihler,
2013), which averages over the hidden variables (or vari-
ables that are not of direct interest), and then optimizes
over the output variables (or variables of direct interest).
In many domains, marginal MAP can provide significant
improvement over joint MAP estimation, which jointly op-
timizes hidden and output variables; recent examples in-
clude blind deconvolution in computer vision (Fergus et al.,
2006; Levin et al., 2011) and relation extraction and se-
mantic role labeling in natural language processing (Narad-
owsky et al., 2012). Unfortunately, marginal MAP tasks on
graphical models are notoriously difficult; marginal MAP
can be NP-hard even when the underlying graphical model
is tree-structured (Koller & Friedman, 2009). Recently, Liu
& Ihler (2013) proposed efficient variational algorithms
that approximately solve marginal MAP. In our work, we
use their mixed-product belief propagation algorithm as our
inference component.

Sub-gradient decent (SGD) (Ratliff et al., 2007) and the
concave-convex procedure (CCCP)(Yuille & Rangarajan,
2003) are two popular training algorithms for structured
prediction problems. Generally, SGD is straightforward to
implement and effective in practice, but may be slow to
converge, especially on non-convex and non-smooth ob-
jective functions as arise in LSSVMs. CCCP is a gen-
eral framework for minimizing non-convex functions by
transforming the non-convex optimization into a sequence
of convex optimizations by iteratively linearizing the non-
convex component of the objective. It has been applied
widely in many areas of machine learning, particularly
when hidden variables or missing data are involved. We ex-
plore both these training methods and compare them across
the various models we consider.

3. Structured Prediction with Hidden
Variables

In this section we review the background on structured pre-
diction with hidden variables. Assume we have structured
input-output pairs (x, y) ∈ X × Y , where X , Y are the
spaces of the input and output variables. In many applica-
tions, this input-output relationship is not only character-
ized by (x, y), but also depends on some unobserved hid-
den or latent variables h ∈ H. Suppose (x, y, h) follows a
conditional model,

p(y, h|x;w) =
1

Z(x;w)
exp [wTφ(x, y, h)], (1)

where φ(x, y, h) : X × Y × H → RD is a set of features
which describe the relationships among the (x, y, h), and
w ∈ RD are the corresponding weights, or model param-
eters. The function Z(x;w) is the normalization constant,
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or partition function,

Z(x;w) =
∑
y,h

exp [wTφ(x, y, h)].

Assuming the weights w are known, the LSSVM of Yu &
Joachims (2009) decodes the output variables y given input
variables x by performing a joint maximum a posteriori
(MAP) inference,

[ỹ(w), h̃(w)] = argmax
(y,h)∈Y×H

p(y, h|x)

= argmax
(y,h)∈Y×H

wTφ(x, y, h).

This gives the optimal prediction of the (y, h)-pair, and one
obtains a prediction on y by simply discarding the h com-
ponent. Unfortunately, the optimal prediction for (y, h)
jointly does not necessarily give an optimal prediction on
y; instead, it may introduce strong biases even for simple
cases (e.g., see Example 1 in Liu & Ihler (2013)). In-
tuitively, the joint MAP prediction is “overly optimistic”,
since it deterministically assign the hidden variables to
their most likely states; this approach is not robust to the
inherent uncertainty in h, which may cause problems if that
uncertainty is significant.

To address this issue, we use marginal MAP predictor,

ŷ(w) = argmax
y∈Y

∑
h

p(y, h|x;w)

= argmax
y∈Y

log
∑
h

exp [wTφ(x, y, h)], (2)

which explicitly takes into account the uncertainty of the
hidden variables. It should be noted that ŷ(w) is in fact the
Bayes optimal prediction of y, measured by zero-one loss.
The main contribution of this work is to introduce a novel
structured SVM-based method for training the marginal
MAP predictor, which significantly improves over previous
methods.

4. Marginal Structured SVM
In this section we derive our main method, the marginal
structured SVM (MSSVM), which minimizes an upper
bound of the empirical risk function. Assume we have a
set of training instances S = {(x1, y1), · · · , (xn, yn)} ∈
(X × Y)n. The risk is measured by an user-specified em-
pirical loss function ∆(yi, ŷi), which quantifies the differ-
ence between an estimator ŷi and the correct output yi. It
is usually difficult to exactly minimize the loss function be-
cause it is typically non-convex and discontinuous with w
(e.g., Hamming loss). Instead, one adopts surrogate upper
bounds to overcome this difficulty.

Assume ŷi(w) is the marginal MAP prediction on instance
xi as defined in (2). We upper bound the empirical loss

function ∆(yi, ŷi(w)) as follows,

∆(yi, ŷi(w))

≤ ∆(yi, ŷi(w)) + log
∑
h

exp[wTφ(xi, ŷi(w)), h)]

− log
∑
h

exp[wTφ(xi, yi, h)]

≤ max
y

{
∆(yi, y) + log

∑
h

exp [wTφ(xi, y, h)]
}

− log
∑
h

exp [wTφ(xi, yi, h)],

where the first inequality holds because ŷi(w) is the
marginal MAP prediction (2), and the second because it
jointly maxmizes two terms.

Minimizing this upper bound over the training set with aL2

regularization, we obtain the following objective function
for our marginal structured SVM,

1

2
‖w‖2 + C

n∑
i=1

max
y

{
∆(yi, y) + log

∑
h

exp[wTφ(xi, y, h)]
}

− C
n∑

i=1

log
∑
h

exp
[
wTφ(xi, yi, h)

]
. (3)

The constraint form of (3) can be found in the supple-
ment. Note that the first part of the objective requires a loss-
augmented marginal MAP inference, which marginalizes
the hidden variables h and then optimizes over the output
variables y, while the second part only requires a marginal-
ization over the hidden variables. Both these terms and
their gradients are intractable to compute on loopy graphi-
cal models, but can be efficiently approximated by mixed-
product belief propagation (Liu & Ihler, 2013) and sum-
product belief propagation (Wainwright & Jordan, 2008),
respectively. We will discuss training algorithms for opti-
mizing this objective in Section 6.

5. A Unified Framework
In this section, we compare our framework with a spectrum
of existing methods, and introduce a more general frame-
work that includes all these methods as special cases. To
start, note that the objective function of the LSSVM (Yu &
Joachims, 2009) is

1

2
‖w‖2 + C

n∑
i=1

max
y

max
h

{
∆(yi, y) + wTφ(xi, y, h)

}
− C

n∑
i=1

max
h

[
wTφ(xi, yi, h)

]
. (4)

Our objective in (3) is similar to (4), except replacing the
max operator of h with the log-sum-exp function, the so



Marginal Structured SVM with Hidden Variables

Table 1. Model comparisons within our unified framework.
Model εh → 0+(maxh) εh = 1 (

∑
h)

εy → 0+ (maxy) LSSVM MSSVM
εy = 1 (

∑
y) N/A HCRF

εy = εh ∈ (0, 1) ε-extension model

called soft-max operator. One may introduce a “tempera-
ture” parameter that smooths between max and soft-max,
which motivates a more general objective function that in-
cludes MSSVM, LSSVM and other previous methods as
special cases,

1

2
‖w‖2 + C

n∑
i=1

εy log
∑
y

exp
{ 1

εy

[
∆(yi, y)

+ εh log
∑
h

exp
(wTφ(xi, y, h)

εh

)]}
− C

n∑
i=1

εh log
∑
h

exp
(wTφ(xi, yi, h)

εh

)
, (5)

where εy and εh are temperature parameters that control
how much uncertainty we want account for in y and h,
respectively. Similar temperature-based approaches have
been used both in structured prediction (Hazan & Urtasun,
2010; Schwing et al., 2012) and in other problems, such
as semi-supervised learning (Samdani et al., 2012; Dhillon
et al., 2012).

One can show (Lemma 1 in supplement) that objec-
tive (5) is an upper bound of the empirical loss function
∆(yi, ŷi

εh(w)) over the training set, where the prediction
ŷi
εh(w) is decoded by “annealed” marginal MAP,

ŷi
εh(w) = arg max

y
log
∑
h

exp
[wTφ(xi, y, h)

εh

]
.

This framework includes a number of existing methods as
special cases. It reduces to MSSVM in (3) if εy → 0+ and
εh = 1, and LSSVM in (4) if εy → 0+ and εh → 0+. If
we set εy = εh = 1, we obtain the loss-augmented like-
lihood objective in Volkovs et al. (2011), and further re-
duces to the standard likelihood objective of HCRFs if we
assume ∆(yi, y) ≡ 0. Our framework also generalizes the
ε-extension model by Schwing et al. (2012), which corre-
sponds to the restriction that εy = εh. See Table 1 for a
summarization of these model comparisons. In the sequel,
we provide some general insights on selecting among these
different models through our empirical evaluations.

6. Training Algorithms
In this section, we introduce two optimization algorithms
for minimizing the objective function in (3), including

a sub-gradient descent (SGD) algorithm and a concave-
convex procedure (CCCP). An empirical comparison of
these two algorithms is given in the experiments of Sec-
tion 7.

6.1. Sub-gradient Descent (SGD)

According to Danskin’s theorem, the sub-gradient of the
MSSVM objective (3) is:

∇wM = w + C

n∑
i=1

Ep(h|xi,ŷi)[φ(xi, ŷi, h)]

− C
n∑
i=1

Ep(h|xi,yi)[φ(xi, yi, h)], (6)

where,

ŷi = arg max
y∈Y

{
∆(yi, y) + log

∑
h

exp[wTφ(xi, y, h)]

}
(7)

is the loss-augmented marginal MAP prediction, which
can be approximated via mixed-product belief propaga-
tion as described in Liu & Ihler (2013). The Ep(h|xi,ŷi)
and Ep(h|xi,yi) denote the expectation over the distributions
p(h|xi, ŷi) and p(h|xi, yi), respectively. Both expectations
can similarly be approximated using the marginal proba-
bilities obtained from belief propagation. See Algorithm 1
for details of the sub-gradient descent (SGD) algorithm for
MSSVM.

Furthermore, one can show (Lemma 2 in supplement) that
the (sub-)gradient of the unified framework (5) is

∇wU = w + C

n∑
i=1

Ep(εy,εh)(y,h|xi)[φ(xi, y, h)]

− C
n∑
i=1

Epεh (h|xi,yi)[φ(xi, yi, h)]. (8)

where the corresponding temperature controlled distribu-
tions are defined as,

pεh(h|xi, y) ∝ exp
[wTφ(xi, y, h)

εh

]
,

p(εy,εh)(y|xi) ∝ exp
{ 1

εy

[
∆(y, yi)

+ εh log
∑
h

exp
(wTφ(xi, y, h)

εh

)]}
,

p(εy,εh)(y, h|xi) = pεh(h|xi, y) · p(εy,εh)(y|xi).

Exactly as in Table 1, this reduces to the sub-gradient of
MSSVM (6) if εy → 0+ and εh = 1, the sub-gradient of
LSSVM if εy → 0+ and εh → 0+, and the gradient of
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Algorithm 1 Sub-gradient Descent for MSSVM
Input: number of iterations T , learning rate η
Output: the learned weight vector w∗

w = 0
for t = 1 to T do
∇w = 0
for i = 1 to n do

1. Calculate φm = Ep(h|xi,ŷi)[φ(xi, ŷi, h)] by
mixed-product BP (ŷi is defined in (7))
2. Calculate φs = Ep(h|xi,yi)[φ(xi, yi, h)] by sum-
product BP
3. ∇w ← ∇w + C(φm − φs)

end for
w ← (1− η)w − η∇w

end for
w∗ ← w

HCRF if εy = 1, εh = 1 and ∆(y, yi) ≡ 0. One can sim-
ply substitute these (sub-)gradients into Algorithm 1 to ob-
tain the corresponding training algorithms for LSSVM and
HCRF. In those cases, max-product BP and sum-product
BP can be used to approximate the inference operations in-
stead.

6.2. CCCP Training Algorithm

The concave-convex procedure (CCCP) (Yuille & Rangara-
jan, 2003) is a general non-convex optimization algorithm
with wide application in machine learning. It is based
on the idea of rewriting the non-convex objective function
into a sum of a convex function and a concave function
(or equivalently a difference of two convex functions), and
transforming the non-convex optimization problem into a
sequence of convex sub-problems by linearizing the con-
cave part. CCCP provides a straightforward solution for
our problem, since the objective functions of all the meth-
ods we have discussed – in (3), (4) and (5) – are natu-
rally differences of two convex functions. For example, the
MSSVM objective in (3) can be naturally written as,

f(w) = f+(w)− f−(w),

where,

f+(w) =
1

2
‖w‖2 + C

n∑
i=1

max
y

{
∆(yi, y)

+ log
∑
h

exp[wTφ(xi, y, h)]
}
,

f−(w) = C

n∑
i=1

log
∑
h

exp[wTφ(xi, yi, h)].

Denoting the parameter vector at iteration t by wt, the
CCCP algorithm updates to new parameters wt+1 by min-

Algorithm 2 CCCP Training of MSSVM
Input: number of outer iterations T , learning rate η, tol-
erance ε for inner loops
Output: the learned weight vector w∗

w = 0
for t = 1 to T do
u = 0
for i = 1 to n do

1. Calculate φs = Ep(h|xi,yi)[φ(xi, yi, h)] by
sum-product BP

2. u = u+ φs
end for
repeat
∇w = 0
for i = 1 to n do

1. Calculate φm = Ep(h|xi,ŷi)[φ(xi, ŷi, h)] by
mixed-product BP (ŷi is defined in (7))

2. ∇w ← ∇w + Cφm
end for
∇w = ∇w − Cu
w ← (1− η)w − η∇w

until ||∇w|| ≤ ε
end for
w∗ ← w

imizing a convex surrogate function where f−(w) is lin-
earized:

wt+1 ← arg min
w
{f+(w)− wT∇f−(wt)},

where ∇f−(wt) = C
∑
i

Ep(h|xi,yi)[ψ(xi, yi, h)]

is the gradient of f−(w) at wt and its expectation can be
evaluated (approximately) by belief propagation. See Al-
gorithm 2 for more details of CCCP for the MSSVM.

7. Experiments
In this section, we compare our MSSVM with other state-
of-art methods on both simulated and real-world datasets.
We demonstrate that the MSSVM significantly outper-
forms LSSVM, max-margin min-entropy (M3E) model
(Miller et al., 2012) and loss-based learning by model-
ing latent variable(ModLat) (Kumar et al., 2012), espe-
cially when the uncertainty over hidden variables is high.
Our method also largely outperforms HCRFs in all experi-
ments, especially with a small training sample size.

7.1. Simulated Data

We simulate both training and testing data from a pairwise
Markov random field (MRF) over graph G = (V,E) with
discrete random variables taking values in {0, 1, 2, 3}n,
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(a) (b)

Figure 1. (a) The hidden chain and (b) 2D grid model used in our
simulation experiments. The shaded nodes denote hidden vari-
ables h, while the unshaded nodes are the output variables y and
nodes with hatching are the inputs x.

given by,

p(x, y, h|w) ∝

exp
[ ∑
xi∈V

wTxiφ(xi) +
∑
yj∈V

wTyjφ(yj) +
∑
hk∈V

wThkφ(hk)

+
∑

(xi,yj)∈E

wT(xi,yj)φ(xi, yj) +
∑

(xi,hk)∈E

wT(xi,hk)φ(xi, hk)

+
∑

(yj ,hk)∈E

wT(yj ,hk)φ(yj , hk)
]
,

where the graph structure G is either a “hidden chain” (40
nodes) or a 2D grid (size 6 × 6 × 2 = 72 nodes), as illus-
trated in Figure 1. The log-linear weights w are randomly
generated from normal distributions. The singleton pa-
rameters wxi , wyj and whk are drawn from N(0, σ2

x · I),
N(0, σ2

y · I) and N(0, σ2
h · I), respectively, corresponding

to indicator vectors φ(xi), φ(yj) and φ(hk). The pairwise
parameters w(yj ,hk)=(s,t), w(xi,yj)=(r,s) and w(xi,hk)=(r,t)

are drawn from N(0, σ2
yh), N(0, σ2

xy) and N(0, σ2
xh), re-

spectively, corresponding to indicators φ(yj = s, hk = t),
φ(xi = r, yj = s) and φ(xi = r, hk = t). Note that the
variance parameters σh and σyh control the degree of un-
certainty in the hidden variables and their importance for
estimating the output variables y: the uncertainty of h is
high for small values of σh, and the correlation between h
and y is high when σyh is large.

We sample 20 training instances and 100 test instances
from both the hidden chain MRF and 2D grid MRF. We set
σx = σy = σh = 0.1, σyh = σyx = σhx = 2. Then, we
train our MSSVM, LSSVM and HCRF models using both
SGD and CCCP. Hamming loss is used in both training and
evaluation. In our experiments, we always set the regular-
ization weight C = 1. See Table 2 for the results across
different algorithms. We can see that our MSSVM always
achieves the highest accuracy when using either training
algorithm. It is worth noting that LSSVM obtains a signif-
icantly better result using CCCP than SGD; this is mainly
due to SGD’s difficulty converging on the piecewise linear
objective of LSSVM.

Table 2. Average accuracy (%) of MSSVM, LSSVM, HCRFs us-
ing SGD and CCCP when the data are simulated from 40-node
hidden chain and 6× 6 2D-grid graph as shown in Figure 1. The
results are averaged over 20 random trials.

Hidden Chain MSSVM LSSVM HCRFs
SGD 69.20 66.87 68.75

CCCP 69.63 67.91 69.03

2D-grid graph MSSVM LSSVM HCRFs
SGD 74.12 71.96 73.51

CCCP 74.08 73.38 73.62
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Figure 2. Convergence behavior of (sub-)gradient descent on
MSSVMs, LSSVMs and HCRFs.

Empirical Convergence of SGD and CCCP. Using sub-
gradient descent with learning rate ηM = 0.02, we found
that for our MSSVM, training error converged quickly
(within 50 iterations). However, sub-gradient descent on
the LSSVM would only converge using a much smaller
learning rate (ηL = 0.001), and converged more slowly
(usually after 250 iterations). This effect is mainly because
the LSSVM hard-max makes the objective function non-
smooth, causing sub-gradient descent to be slow to con-
verge. On the other hand, gradient descent on HCRFs
converges more easily and quickly than either MSSVM or
LSSVM, because its objective function is smoother. Fig-
ure 2 shows the oscillation during the iteration of (sub-
)gradient descent for each model, and empirically illus-
trates the convergence process.

We also observe CCCP converging faster than SGD (using
smaller number of inference steps), especially for LSSVM,
since CCCP transforms the complex piecewise linear ob-
jective into a sequence of easier convex sub-problems. In
our empirical study, CCCP always converged well even us-
ing approximate inference and non-convex objectives.1 To
provide a fair comparison, all methods are trained using the

1However, it is challenging to provide rigorous convergence
guarantees for the non-convex & intractable setting, and not really
the focus of this paper.
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Figure 3. The error rate of MSSVM, LSSVM and HCRFs as the
training sample size increases. Results are averaged over 5 ran-
dom trials.

CCCP algorithm in the sequel.

Training Sample Size. We compared the influence of
sample size for each method by ranging the training size
from 22 to 210 (with a testing size of 500). The data are
all simulated from a MRF on the 20-node hidden chain
shown in Figure 1(a). We set σx = σy = σh = 0.1 and
σyh = σyx = σhx = 2 as before.

Results are shown in Figure 3. We found that our MSSVM
always considerably outperforms LSSVM, and largely out-
performs HCRFs when the training sample sizes are small.
HCRFs perform worse than LSSVM for few training data,
but outperform LSSVM as the training sample increases.

Our experiment shows that MSSVM consistently outper-
forms HCRFs even with reasonably large training sets on a
relatively simple toy model. Although the maximum likeli-
hood estimator (as used in HCRFs) is generally considered
asymptotically optimal if the model assumptions are cor-
rect, this assumes a sufficiently large training size, which
may be difficult to acheive in practice. Given enough data
(and the correct model), the HCRF should thus eventually
improve, but this seems unrealistic in practice since most
applications are likely to exhibit high dimensional parame-
ters and relatively few training instances. Additional anal-
ysis of the test likelihood and prediction accuracy can be
found in the supplement.

Uncertainty of Hidden Variables. We investigate the
influence of uncertainty in the hidden variables for each
method by adjusting the noise level σh, which controls the
uncertainty of the hidden variables. We draw 20 training
samples and 100 test samples from a MRF on a 40-node
hidden chain shown in Figure 1(a), with fixed σx = σy =
0.1 and σyh = σyx = σhx = 2. For comparison, we also
evaluate the performance of M3E (Miller et al., 2012) and

Table 3. The accuracy (%) of MSSVM, LSSVM, HCRFs, M3E
and ModLat under different σh, which governs the level of un-
certainty in the hidden variables. Small values of σh correspond
to high uncertainty in hidden variables. Results are averaged over
20 random trials.

σh MSSVM LSSVM HCRFs M3E ModLat
10 79.30 79.46 78.68 79.04 77.16
1 70.00 70.07 69.88 68.53 67.91
0.5 67.24 65.98 66.66 66.05 65.15
0.1 69.63 67.91 69.03 65.19 67.96
0.01 73.88 71.38 72.58 67.21 71.52
1e-3 72.08 69.24 70.88 65.48 66.54
Avg. 72.02 70.67 71.28 68.58 69.37

ModLat (Kumar et al., 2012). In accordance with our de-
fault setting C = 1, we use the default hyper-parameters in
their package. We encourage people to carefully tune these
hyper-parameters by cross-validation in future study.

Results are shown in Table 3. We find that our MSSVM is
competitive with LSSVM and M3E when the uncertainty
in the hidden variables is low, and becomes significantly
better than them as the uncertainty increases. Because
LSSVM uses the joint MAP, it does not take into account
this uncertainty. On the other hand, M3E explicitly tries
to minimize this uncertainty, which can also mislead the
prediction. Our MSSVM consistently outperforms HCRFs
for moderate training sample sizes. Due to the limitations
in current implementations of M3E and ModLat, we only
provide their results on chain models.

7.2. Image Segmentation

In this section, we evaluate our MSSVM method on the
task of segmenting weakly labeled images. Our settings
are motivated by the experiments in (Schwing et al., 2012).
We assume a ground truth image of 20×40 pixels as shown
in Figure 4 (a), where each pixel i has a label yi taking
values in {1, · · · , 5}. The observed image x is obtained by
adding Gaussian noise, N(0, 5), on the ground truth image
as Figure 4 (b).

We use the 2D-grid model as in Figure 1 (b), with lo-
cal features φ(yi, xi) = eyi ⊗ xi and pairwise features
φ(yi, yj) = eyi ⊗ eyj ∈ R5×5 as defined in Nowozin &
Lampert (2011), where eyi is the unit normal vector with
entry one on dimension yi and ⊗ is the outer product. The
set of missing labels (hidden variables) are determined at
random, in proportions ranging from 10% to 95%. The per-
formance of MSSVM, LSSVM, and HCRFs are evaluated
using the CCCP algorithm.

Figure 4 (c) lists the performance of each method as the
percentage of missing labels is increased. We can see that
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Figure 4. (a) The ground truth image. (b) An example of an observed noisy image. (c) The performance of each algorithm as the
percentage of missing labels varies from 10% to 95%. Results are averaged over 5 random trials, each using 10 training instances and
10 test instances.

the performance of LSSVM degrades significantly as the
number of hidden variables grows. Most notably, MSSVM
is consistently the best method across all settings. This
can be explained by the fact that the MSSVM combines
both the max-margin property and the improved robustness
given by properly accounting for uncertainty in the hidden
labels.

7.3. Object Categorization

Finally, we evaluate our MSSVM method on the task of ob-
ject categorization using partially labeled images. We use
the Microsoft Research Cambridge data set (Winn et al.,
2005), consisting of 240 images with 213×320 pixels and
their partial pixel-level labelings. The missing labels may
correspond to ambiguous regions, undefined categories or
object boundaries, etc.

Modeled on the approach outlined in Verbeek & Triggs
(2007), we use 20 × 20 pixel patches with centers at 10
pixel intervals and treat each patch as a node in our model.
This results in a 20 × 31 grid model as in Figure 1 (b).
The local features of each patch are encoded using texture
and color descriptors. For texture, we compute the 128-
dimensional SIFT descriptor of the patch and vector quan-
tize it into a 500-word codebook, learned by k-means clus-
tering of all patches in the entire dataset. For color, we take
48-dimensional RGB color histogram for each patch. In
our experiment, we select the 5 most frequent categories in
the dataset and use 2-fold cross validation for testing.

Table 4 shows the accuracies of each method across the var-
ious categories. Again, we find that MSSVM consistently
outperforms other methods across all categories, which can
be explained by both the superiority of SSVM-based meth-
ods for moderate sample size and the improved robustness
by maintaining the uncertainty over the missing labels in
the learning procedure.

Table 4. Average patch level accuracy (%) of MSSVM, LSSVM,
HCRFs for MSRC data by 2-fold cross validation.

MSRC Data MSSVM LSSVM HCRFs
Building 72.4 70.7 71.7

Grass 89.7 88.9 88.3
Sky 88.3 85.6 88.2
Tree 71.9 71.0 70.1
Car 70.8 69.4 70.2

8. Conclusion
We proposed a novel structured SVM method for structured
prediction with hidden variables. We demonstrate that our
MSSVM consistently outperforms state-of-the-art methods
in both simulated and real-world datasets, especially when
the uncertainty of hidden variables is large. Compared to
the popular LSSVM, the objective function of our MSSVM
is easier to optimize due to the smoothness of its objective
function. We also provide a unified framework which in-
cludes our method as well as a spectrum of previous meth-
ods as special cases.
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Constraint Form of Marginal Structured SVM
Here we give the constraint form of Eq. (3) in the main paper,

min
w,{ξi≥0}

1

2
‖w‖2 + C

n∑
i=1

ξi, (9)

s.t. ∀i ∈ {1, ..., n}, ∀y ∈ Y, log
∑
h

exp
[
wTφ(xi, yi, h)

]
− log

∑
h

exp[wTφ(xi, y, h)] ≥ ∆(yi, y)− ξi,

where {ξi} are the slack variables. One can show that the optimal solution {ξ∗i }, w∗ satisfies,

ξ∗i = max
y

{
∆(yi, y) + log

∑
h

exp[w∗Tφ(xi, y, h)]
}
− log

∑
h

exp[w∗Tφ(xi, yi, h)],

which gives the same objective value as the the unconstrained form. One can also derive a cutting plane-based training
algorithm for this constraint formulation.

Details of Proofs
In this section, we give proofs for two lemmas referenced but omitted from the main paper.
Lemma 1. The objective of the unified framework (Eq. (5) in main paper) is an upper bound of the empirical loss function
∆(yi, ŷi

εh(w)) over the training set, where the prediction ŷi
εh(w) is decoded by “annealed” marginal MAP,

ŷi
εh(w) = arg max

y
log
∑
h

exp
[wTφ(xi, y, h)

εh

]
.

Proof.

∆(yi, ŷi
εh(w)) ≤∆(yi, ŷi

εh(w)) + εh log
∑
h

exp
[wTφ(xi, ŷi

εh(w), h)

εh

]
− εh log

∑
h

exp
[wTφ(xi, yi, h)

εh

]
≤ εy log

∑
y

exp
{ 1

εy

[
∆(yi, y) + εh log

∑
h

exp
(wTφ(xi, y, h)

εh

)]}
− εh log

∑
h

exp
[wTφ(xi, yi, h)

εh

]
,

where the first inequality holds by the definition of ŷiεh(w), and the second holds for ∀εy > 0, because the summation
over y contains ŷiεh(w).

For convenience, we denote this upper bound as

Ui(w; εy, εh) = U+
i (w; εy, εh)− U−i (w; εh) (10)
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where

U+
i (w; εy, εh) = εy log

∑
y

exp
{ 1

εy

[
∆(yi, y) + εh log

∑
h

exp
(wTφ(xi, y, h)

εh

)]}
U−i (w; εh) = εh log

∑
h

exp
[wTφ(xi, yi, h)

εh

]
.

Lemma 2. The (sub-)gradient of Ui(w; εy, εh) in (10) is,

∇wUi(w; εy, εh) = Ep(εy,εh)(y,h|xi)[φ(xi, y, h)]− Epεh (h|xi,yi)[φ(xi, yi, h)],

where the corresponding temperature controlled distribution is defined as,

pεh(h|xi, y) ∝ exp
[wTφ(xi, y, h)

εh

]
,

p(εy,εh)(y|xi) ∝ exp
{ 1

εy

[
∆(y, yi) + εh log

∑
h

exp
(wTφ(xi, y, h)

εh

)]}
,

p(εy,εh)(y, h|xi) = pεh(h|xi, y) · p(εy,εh)(y|xi).

Proof.

∇w
(
εh log

∑
h

exp
[wTφ(xi, y, h)

εh

])
= εh

∑
h

{
exp

[
wTφ(xi,y,h)

εh

]
·
[
φ(xi,y,h)

εh

]}
∑
h exp

[
wTφ(xi,y,h)

εh

]
=
∑
h

{ exp
[
wTφ(xi,y,h)

εh

]
∑
h exp

[
wTφ(xi,y,h)

εh

] · φ(xi, y, h)
}

= Epεh (h|xi,y)[φ(xi, y, h)] (11)

As a result,∇wU−i (w; εh) = Epεh (h|xi,yi)[φ(xi, yi, h)], and

∇wU+
i (w; εy, εh) = εy

∑
y

{
exp

{
1
εy

[
∆(yi, y) + εh log

∑
h exp

(
wTφ(xi,y,h)

εh

)]}
· 1
εy
· ∇w

(
εh log

∑
h exp

[wTφ(xi,y,h)
εh

])}
∑
y exp

{
1
εy

[
∆(yi, y) + εh log

∑
h exp

(
wTφ(xi,y,h)

εh

)]}
Subinstitute the gradient result (11),

=

∑
y

{
exp

{
1
εy

[
∆(yi, y) + εh log

∑
h exp

(
wTφ(xi,y,h)

εh

)]}
· Epεh (h|xi,y)[φ(xi, y, h)]

}
∑
y exp

{
1
εy

[
∆(yi, y) + εh log

∑
h exp

(
wTφ(xi,y,h)

εh

)]}
= Ep(εy,εh)(y|xi)Epεh (h|xi,y)[φ(xi, y, h)]

= Ep(εy,εh)(y,h|xi)[φ(xi, y, h)] (12)

which completes the proof.

Likelihood vs. Prediction Accuracy
In our main paper, we demonstrate that our proposed MSSVM consistently outperforms HCRF on prediction accuracy.
However, it is worth noting that the HCRF model always achieves higher test likelihood than the MSSVM and LSSVM
on our simulated data set. As an example, Figure 5 shows the test log-likelikelihood across the different methods on these
data. This should not be surprising, since the HCRF model directly optimizes the likelihood objective, and (in this case)
the model class being optimized is correct (i.e., the data were drawn from a true model with the same structure). However,
higher likelihood does not necessarily imply that the HCRF will have better predictions on the target variables. As was
illustrated in the main paper (see details in Section 7.1, Training Sample Size), explicitly minimizing the empirical loss can
lead to better predictions in situations with high dimensional model parameters and relatively few training instances.
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Figure 5. The test log-likelihood of MSSVM, LSSVM and HCRF using SGD when 20 training and 100 test instances are sampled from
40-node hidden chain MRF (same setting as Table 2 in main paper).


